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Thermochemistry of 1‑Methylnaphthalene Hydroconversion:
Comparison of Group Contribution and ab Initio Models

Maria S. Contreras, Theodorus de Bruin, Pascal Mougin, and Herve ́ Toulhoat*

IFP Energies nouvelles, 1 et 4 avenue de Bois Preáu, 92852 Rueil-Malmaison, France

ABSTRACT: As a necessary step in the development of microkinetic models for the hydroconversion of heavy hydrocarbon fractions, we 
report an assessment of various Density Functional Theory (DFT) models for the calculation of molecular thermochemical properties in 
comparison with Benson’s group contribution method for reactants, intermediates, and products involved in the hydrogenation of 1-
methylnaphtalene. The association of the G4 level with homodesmotic decomposition schemes (HI-G4-iso method) has significantly 
improved the accuracy of the calculated thermodynamic properties when the resemblance of reactants and products is taken into account. 
Although smaller deviations are observed for Benson’s GA method, some limitations appear when position isomers are included. This gap 
can be fulfilled with homodesmotic/DFT models, whose deviations are not so far from those obtained with Benson’s GA method.

INTRODUCTION

To satisfy the increasing global energy demand, it has become
mandatory to make better use of heavy crude oils, vacuum
residues, bitumen, and asphalts, by cracking these oils and/or
cuts into lighter fractions such as gasoline, diesel, and
kerosene.1 Hydrocracking combines the cracking process
together with the removal of sulfur, nitrogen impurities, and
the saturation of aromatic and unsaturated bonds. To gain
more insight in this process, numerous experimental and
theoretical studies have been conducted.2 However, all these
studies are hampered by the large variety of complex chemical
structures. Despite a vast body of work on characterization
techniques and experimental information on molecular
structures of heavy petroleum fractions, the current analytical
techniques do not allow characterization of individual
molecules or isomer groups in heavy oils. The widely used
SARA method of characterization classifies the components of
the oil into four big families: saturates, aromatics, resins, and
asphaltenes. Aromatics, resins, and asphaltene fractions contain
one or several nuclei, or cores, composed of aromatic and/or
naphthenic cycles, onto which aliphatic chains are grafted. Since
these molecules are very complex, a detailed molecular
description is generally not available. Molecular structures of
reconstructed aromatic, asphaltene and resin molecules have
therefore been proposed.3

The hydroconversion process is generally carried out at high
temperatures (320−380 °C) and H2 pressures up to 150 bar.
These reaction conditions are the result of a compromise
between the thermodynamics and kinetics: the thermodynamic
equilibrium shifts at lower temperatures to the right in favor of
the hydrogenated products, while the reactions become
intrinsically faster at higher temperatures. Consequently, to
find the optimum reaction conditions, a detailed knowledge of
the thermodynamics and kinetics of the elementary reactions
for the hydrogenation is mandatory. Once these properties have
been determined, microkinetic models can be developed that
predict the final product composition. The identification of all

the essential elementary reactions for asphaltene or resin type
molecules (or representative models thereof) hydrogenation is
an almost impossible task. Instead, we have selected a well-
defined model compound, 1-methylnaphtalene (1MN), for
which Scheme 1 depicts the most essential hydrogenation
reactions. In this scheme, also two cracking reactions are
presented: the demethylation of 1MN and the ring-opening
reactions of the aliphatic cycle.
In order to model the system as shown in Scheme 1, reaction

rates for all direct and reverse reactions must be represented as
functions of temperature and H2 pressure. Since the ratios of
direct to reverse rate constants are equal to the equilibrium
constants, a useful constraint will be provided by the knowledge
of the latter. To that end, it is mandatory to calculate the Gibbs
energies of reactants and products. Since experimental data are
available only for a limited number of molecules (Table 1) in
the literature, we turn to computational methods to complete
this data set.
A large body of work has been performed over the past four

decades to estimate thermochemical properties of organic
compounds. For example, the group additivity (GA) method
developed by Benson et al.4 allows estimating thermochemical
properties like the heat of formation, heat capacity, and
entropy, but their accuracy is not guaranteed for any possible
structure. Benson’s method does not incorporate stabilizing
nonadditive effects of delocalization or resonance, and Herndon
et al.5 concluded that including these parameters improves the
accuracy of ΔfH° predictions for polycyclic aromatic hydro-
carbons (PAH) with three or more aromatic rings. A method
for estimating ideal gas heat capacities has been proposed
recently,6 which makes use of a single parameter, the ratio
between the number of atoms in the molecule and its molar
mass: since in the present work we deal with isomers of
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compounds having very similar molar masses and composi-
tions, we have preferred to use the older Benson method with
structural contributions up to the third order, as a reference
calculation to be compared with quantum chemical models.
Quantum chemical models coupled to statistical mechanics

can approach experimental accuracies for molecular properties.
However, polycyclic aromatics exhibit strongly correlated and
extended π electrons systems, which are challenging for theory.
Post Hartree−Fock methods are very accurate but computa-
tionally expensive.
Density Functional Theory (DFT) based methods on the

other hand are computationally cheaper, but some functionals
(like the popular B3LYP7) give a serious overestimation of the
enthalpies of formation with respect to the experimental
values.8 A systematic increase in the deviation with an
increasing number of carbon atoms in a molecule has been
reported by Van Speybroeck et al. at the B3LYP6-31G(d)/
level.9 Composite methods (e.g., Gn-methods, G3B3, CBS-
QB3) combine the results of several calculations, allowing more
accurate estimation of heats of formation than DFT based
methods.

In particular, the G4 theory has proven to be one of the most
advanced methods to obtain accurate absolute energies.10

However, we are interested in reaction energies and not
absolute energies. In order to compare the precision of ab initio
methods with the group-based method of Benson, we have
calculated the heats of formation of all compounds and
compared them to experimental values when possible. We will
present different methods to compute the heat of formation,
using atomization energies of iso- and homodesmotic reactions.
Isodesmic reactions conserve the number of types of bonds,
while in homodesmotic reactions the hybridization of atoms in
bonds is also conserved.11 This type of reaction scheme aids in
rescinding some of the systematic errors that arise in quantum
mechanics, due to an incomplete capture of electronic
correlation.12,13 However, since different isodesmic/homodes-
motic reactions can be set up for the molecule of interest, the
calculated thermodynamic property may be reaction depend-
ent, as we will see later on.
In the next section, we detail the applied computational

methods. We then discuss the obtained equilibrium constants
from the computations and compare them with available
experimental data where possible. To test the viability of our

Scheme 1. Simplified Reaction Pathway for 1-Methylnaphthalene Hydroconversiona

aHydrocracking reactions are omitted except for ring opening. Naphthalene is also produced by demethylation of 1-methylnaphthalene. Reaction
numbers are in parentheses; compounds are numbered in bold.
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model, i.e., the completeness of the reaction scheme presented
in Scheme 1 and the accuracy of the computed data, we use the
calculated thermodynamic data from Flash calculations in order
to predict the final product composition under experimental
reaction conditions and compare them with experiments by
Bouchy et al., who studied the hydrogenation and hydro-
cracking of a model light cycle oil feed.2

METHODS

The experimental data used in this study were obtained from
the DIPPR database14 and NIST database.15

Benson’s GA method was used to estimate the heats of
formation (ΔfH°), entropy (S°), and heat capacity (Cp°) of all
the molecules presented in Scheme 1.
For DFT calculations, the Jaguar package16 from Schrödinger

was used, and the input structures were generated using
Maestro.17 Geometry optimization calculations were performed
at the B3LYP/6-31G(d,p) level with frequency calculations that
use the harmonic oscillator approach. The resulting geometries
at the B3LYP level were used as input structures for the
Gaussian-4 (G4)18 composite method calculations with
Gaussian 09.19

An atomization approach (eq 1) can be used to calculate the
heat of formation and entropy of CnHm from DFT calculations,
as shown in the eqs 2 and 3. Equation 2 is visualized in Figure
1.
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Important systematic errors in B3LYP and G4 calculations
have been reported that result in deviations observed with
respect to experimental enthalpies and entropies of carbon and
hydrogen atoms. An overestimation of 30 kJ·mol−1 with respect
to the experimental values of the heats of formation was
observed by Saeys et al.8 at the B3LYP/6-31G(d) level. The
underestimation of atomization energies and the overestimation
of enthalpies of formation using the B3LYP functional are due
to the underestimation of the bond energies.9

Therefore, a different approach was used in parallel. In this
approach, we establish the “real” reactions for the enthalpy of
formation by taking experimental values, and eq 1−3 were
modified as follows:
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For this approach, the following experimental data were used
for carbon at 298.15 K: ΔfH° = 716.7 kJ·mol−1 and S° = 158.1
J·mol−1·K−1.15 The experimental data for H2 are shown in
Table 1. For comparison, the heat of formation and entropy
were also calculated using the atomization approach but values
are not shown here; parity plots for this approach are provided
in the Supporting Information (SI), Figures S1 and S2.
Flash calculations were carried out taking into account

liquid−vapor equilibrium, which means that it is necessary to

Table 1. Experimental Data Available for S°, ΔfH°, and ΔfG°

at 298 Ka

moleculeb S° (J·mol−1·K−1) ΔfH° (kJ·mol
−1) ΔfG° (kJ·mol−1)

1 (hydrogen) 130.6 0.0 0.0

2 377.5 116.9 217.9

3

4 380.2 −7.9 170.3

5

6 380.0 116.1 216.3

7

8

9

10 333.2 150.6 224.1

11 413.7 79.9 211.0

12 369.6 26.6 167.1

13 374.6 −182.2 73.6

14 388.6 37.1 172.1

15 433.7 −21.6 138.8

16

17

18

19 479.1 −33.8 153.6

20

21

22 483.0c −42.7c

23 490.0c −246.2c

24 477.0c −42.7c

25 490.0c −246.2c

aThe experimental values were taken from the DIPPR database unless
mentioned otherwise. bThe compounds numbered in bold are
represented in Scheme 1. cValues taken from NIST database.15

Figure 1. Illustration of the calculation of standard heats of formation
from ab initio standard heats of atomization.
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calculate the equilibrium constants for each reaction. These
constants can be calculated as follows:
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where Kp,j° is the equilibrium constant, R is the universal ideal
gas constant, T is the temperature, a ̂i is the activity for the
component i, ν is the stoichiometry number, j represents the
reaction number, and ΔRGj°(T) is the change in the Gibbs
energy for a reaction.
In order to calculate ΔRG°(T), we used the thermodynamic

data calculated by the methods presented above. In the case of
Benson’s GA method, an extrapolation was made in order to
calculate the thermodynamic properties at higher temperatures
(above 298 K), using eqs 8 and 9.
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where Cp°(T) is the polynomial form of constant pressure heat
capacity.
ΔRG°(T) was calculated using the enthalpy and entropy as

follows:

Δ ° = Δ ° − °G T H T TS T( ) ( ) ( )R (10)

In the case of ab initio models, DFT calculations were carried
out directly at the temperature desired.
Activities at equilibrium in the liquid and gas phase were

calculated using the Peng−Robinson equation of state. If
component i is present in the liquid phase, the activity is
represented as
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But, if component i is in the gas phase, the activity is calculated
as
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where P° is the pressure under standard conditions, i.e., 1 bar,
and ϕi

l and ϕi
v are the fugacity coefficients in the liquid and gas

phase, respectively.
The parameters of the Peng−Robinson equation of state are

expressed in terms of the critical properties and the acentric
factor; this information is reported in the 2011 version of the
DIPPR 801 database (BYU DIPPR Lab).14 The critical
properties not reported in this database can be obtained by
the group contribution model proposed by Marrero and
Gani.20 The acentric factor (ω) was estimated by using the
method proposed by Constantinou et al.21 The interaction
parameters kij for hydrogen and hydrocarbon binaries were
calculated by using the method proposed by Moysan and co-
workers.22

Fugacity coefficients depend on the final composition of the
system, which is initially unknown, and a trial-and-error
iterative method is required to calculate fugacity coefficients
as well as the final composition. The criteria of mass balance by
elements must be fulfilled. The SIMPLEX method23 is used to
minimize the error between the thermodynamic equilibrium

constants calculated using the Gibbs energy and those
calculated in terms of activities (calculated using the equation
of state). In order to achieve the calculation coupling phase and
chemical equilibria, a first free energy minimization loop under
mass balances constraints assuming a single gas phase is
implemented; then a flash calculation is achieved and confirmed
by a stability analysis in order to get a first guess of the amount
of liquid phase if any; a second free energy minimization loop
under constraints taking the gas an liquid phases into account
allows one to predict the composition of both phases at
equilibrium. Details of this algorithm have been published by
Mougin et al.24

RESULTS AND DISCUSSION
The gas phase standard state entropies and heats of formation
(S° and ΔfH°) have been calculated using Benson’s GA method
and QM methods at the B3LYP and G4 levels for all the
compounds present in Table 1, and a comparison of the
calculated values and experimental data is represented in Figure
2 (for ΔfH°) and Figure 3 (for S°). See also Tables S1 and S2
in the Supporting Information, which also give examples of
calculations using Benson’s GA method.

In the case of the standard heat of formation, the linear
regression for these models (Benson, B3LYP, and G4) shows

Figure 2. Parity plot for ΔfH°: (⧫) Benson, (■) G4, (●) B3LYP.
Linear regression (y = mx + b): Benson: m = 1.004, R2 = 0.999.
B3LYP: m = 0.892, b = 74.962, R2 = 0.962. G4: m = 0.939, b = 11.743,
R2 = 0.993.

Figure 3. Parity plot for standard entropy (S°): (⧫) Benson, (■) G4,
(●) B3LYP. Linear regression (y = mx + b): Benson: m = 0.994, R2 =
0.998. B3LYP: m = 1.148, b = 22.182, R2 = 0.954. G4: m = 1.174, b =
18.562, R2 = 0.956.

4



an overestimation of ΔfH° by B3LYP, while a good (R2 =
0.990) to excellent (R2 = 0.999) agreement is found for,
respectively, G4 and Benson.
Benson’s method also calculates the entropy more accurately

than B3LYP or G4 (Figure 3). For the QM calculations, the
entropy contributions are calculated from the partition
functions that use frequencies that were evaluated from the
relaxed structure obtained at the B3LYP/6-31G(d,p) level and
in the case of the G4 calculations at the B3LYP/6-31G(2df,p)
level. The small difference between the two methods explains
why the results for the entropy are that similar. The harmonic
oscillator approximation is used in the assessment of the
vibrational frequencies. This approximation might no longer be
sufficiently precise for molecules with a large degree of
flexibility and a high number of rotatable groups.9 The shape
of the rotational energy curve can give rise to various stable
conformers for the investigated molecules. Furthermore, the
presence of rotatable groups in the molecule can cause the
wrong assignment of the symmetry number of the molecule,
thereby introducing serious errors in the evaluation of the
rotational entropy.
A remarkable improvement to calculate the Gibbs energy of

formation and absolute entropies can be achieved by the
utilization of isodesmic and homodesmotic reactions. However,
the final results will depend on the choice of the homodesmotic
reaction. This is, for example, illustrated in Table 2, where five
different isodesmic reactions are given (of which four are
homodesmotic) to calculate the thermodynamic properties of
tetralin. Here, the total energy of tetralin is calculated at the G4
level, while experimental heats (or Gibbs energy) of formation
and absolute entropies are used for the small molecules, e.g.,
methane, ethane, and cyclohexane. We refer to hybrid-
improved-G4-iso (HI-G4-iso) if the absolute energies come
from G4 calculations and hybrid-improved-B3LYP-iso (HI−
B3LYP-iso) if they are calculated at B3LYP/6-31G(d,p).
One way to describe isodesmic reactions in a systematic way,

is the “bond separation reaction” in which all formal bonds
between non-hydrogen atoms are separated into the simplest
parent molecules containing these same kinds of bonds. All
other bonds to the desired atom pair are replaced by hydrogen
atoms, and the chemical equation is balanced by including the
required number of single heavy atom hydrides, i.e., methane
for hydrocarbons. For example, tetralin would be described as
reaction a in Table 2. Yet, this method suffers from the fact that
a relatively small error in the heat of formation of methane can

produce a significant error in the heat of formation of 1-
methyltetraline, due to a large number of methane molecules in
equation a.25 It thus turns out that this reaction relatively
poorly describes the thermodynamical properties of tetralin.
The thermodynamic properties are better reproduced with

homodesmotic reactions, e.g., reactions b−e in Table 2.
Generally, the use of homodesmotic reactions improves the
accuracy of the calculated properties, as observed as well by
Sivaramakrishnan et al.26 It was also noticed that the
conservation of naphthenic rings ameliorates the precision of
the calculated thermodynamic properties. We also noticed that
the results for entropy were further improved if one olefin bond
was introduced in the naphthenic cycle to introduce some kind
of rigidity, if this ring is fused to an aromatic ring in the
reactant, as for example reaction e in Table 2.
Figures 4 and 5 show parity plots for respectively ΔfH° and

S° where the calculated values (Benson, HI-B3LYP-iso, and HI-

G4-iso) are compared to experimental data. The use of
homodesmotic reactions has significantly improved the
accuracy of the calculated properties. This is also illustrated
in Tables 3 and 4, where the absolute average relative deviation
(AARE) and the root-mean-square error (RMSE) have been
reported for ΔfH° and S°. From these tables, it follows that
Benson’s GA empirical model has the smallest deviation for
ΔfH° and S°, while among quantum chemical models, HI-G4-
iso reproduces better both ΔfH° and S° experimental values.

Table 2. S°, ΔfH°, and ΔfG° Calculated by HI-G4-iso Method Using Different Iso/Homodesmotic Reactions for Tetralin as
Compared to the Experimental Values of S°= 369.6 J·mol−1·K−1, ΔfH° = 26.61 kJ·mol−1, and ΔfG°= 167.1 kJ·mol−1

Figure 4. Parity plot for ΔfH°: (⧫) Benson, (□) HI-G4-iso, (○) HI−
B3LYP-iso. Linear regression (y = mx + b): Benson: m = 1.004, R2 =
0.999. HI-G4-iso: m = 1.008, R2 = 0.997. HI−B3LYP-iso: m = 0.982, b
= 7.326, R2 = 0.999.
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Additionally, HI-G4-iso is completely universal, while Benson’s
method is not.
The equilibrium constant for a given process or reaction can

be expressed in terms of Gibbs energy (see eq 7). This property
(ΔRG673K° ) was calculated by using Benson’s model and the QM
models (G4, B3LYP, HI-B3LYP-iso, and HI-G4-iso) for each
reaction present in Scheme 1. Figure 6 shows a comparison

between those models (Benson, HI-G4-iso, and HI-B3LYP-iso
models) and experimental data available, and Table 5 shows the
deviation of calculated values from experimental data.

A smaller dispersion for ΔRG673K° was observed for Benson’s
model (confirmed by a slope close to 1 for Benson’s model),
but errors of the same magnitude were obtained by using the
HI-G4-iso model. Significant improvement was obtained by
using DFT models with isodesmic reactions, especially at the
G4 level, where the RMSE is reduced from 9.4 to 6.4.
The smallest deviations for ΔfH° and S° are obtained for

Benson’s model. However, remember that Benson’s GA
method cannot always distinguish between position isomers
observed in the hydroconversion process. Nonetheless, HI-G4-
iso could allow filling this gap, to estimate the equilibrium
constant for isomerization reactions if experimental data are not
available for position isomers.

Product Composition Prediction. In order to validate the
methods studied, Benson’s model and the HI-G4-iso method
were chosen to estimate the equilibrium constant for the
reactions represented in Scheme 1. Flash calculations were
made to determine the equilibrium state for 1-methylnaph-
thalene hydroconversion at 40 bar and 400 °C.
Experimental results obtained by Bouchy et al.27 under these

conditions (40 bar and 400 °C) suggest a thermodynamic
equilibrium for the (direct) hydrogenation reactions of 1MN.
The discrepancy between the experimental 2MN/1MN ratio of
about 0.17 and the theoretical value of 1.5 at thermodynamic
equilibrium clearly demonstrate that isomerization reaction (5)
is kinetically limited. Since the catalytic system does not contain
any (strong) acid sites to catalyze this reaction, this reaction
becomes kinetically prohibited, thereby explaining the much
lower ratio experimentally observed.
However, in the flash calculations, which assume thermody-

namic equilibrium for all reactions, the products related to this
isomerization reaction (as well as other isomerization reactions
and cracking reaction that are acid-catalyzed) thus will be
overestimated with respect to the experimental values. This is
shown in Table 6, in which hydrogenation and conversion were
calculated as follows:

= − − − −X X X X

hydrogenation 1MN (%)

100(1 )2 6 10 11 (13)

= − −X Xconversion (%) 100(1 )2 6 (14)

To remedy this discrepancy, we have simplified the reaction
pathway (Scheme 1) by omitting the isomerization and
cracking reactions, focusing exclusively on hydrogenation of
the first and second rings of 1MN (reactions 1−4, as shown in
Figure 7). By taking into account only the hydrogenation
reactions, it follows that Benson’s GA method better
reproduces the experimental data of Bouchy than HI-G4-iso.

Figure 5. Parity plot for standard entropy (S°): (⧫) Benson, (□) HI-
G4-iso, (○) HI-B3LYP-iso. Linear regression (y = mx + b): Benson: m
= 0.994, R2 = 0.998. HI-G4-iso: m = 1.024, b = −12.522, R2 = 0.992.
HI-B3LYP-iso: m = 1.048, b = −25.204, R2 = 0.961.

Table 3. Deviation of the ΔfH° Predicted by Different
Methods to the Experimental Data Available for ΔfH° in kJ·
mol−1

ΔfH°

Benson B3LYP HI-B3LYP-iso G4 HI-G4-iso

AARE (%) 6.2 237.0 28.9 38.2 10.4

RMSE 2.9 78.9 8.8 17.4 6.3

Table 4. Deviation of the S° Predicted by Different Methods
to the Experimental Data Available for S° in J·mol−1·K−1

S°

Benson B3LYP HI-B3LYP-iso G4 HI-G4-iso

AARE (%) 0.8 21.3 1.7 23.1 1.8

RMSE 4.3 85.3 7.7 92.2 7.8

Figure 6. Parity plot for Gibbs energy estimation at 673K (ΔRG673K° ):
(⧫) Benson, (□) HI-G4-iso, (○) HI-B3LYP-iso. Linear regression (y
= mx): Benson: m = 1.007, R2 = 0.980. HI-G4-iso: m = 0.92, R2 =
0.935. B3LYP-iso: m = 1.005, R2 = 0.735.

Table 5. Deviation of the ΔRG673K° Predicted by Different
Methods from the Experimental Data Available for ΔRG673K°

in kJ·mol−1

ΔRG673K° (kJ·mol−1)

Benson B3LYP HI-B3LYP-iso G4 HI-G4 -iso

RMSE 3.2 10.1 14.0 9.4 6.4

bias −2.0 4.9 −0.1 −4.7 3.1
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Results from this calculation are shown in Table 7. Calculated
values using Benson’s GA method are in good agreement with
experimental results obtained by Bouchy et al. (an error around
5%).
The poorer agreement of the HI-G4-iso method can be

explained by the differences observed for equilibrium constants
values. Table 8 shows the equilibrium constants calculated at
673 K for Benson’s and HI-G4-iso methods. Bouchy et al.27

reported an equilibrium constant of 9.4 × 10−4 for reaction 1
and a value of 8.2 × 10−6 for reaction 2. This overestimation
(or underestimation) of equilibrium constants is also observed
by the overestimation of methyldecalin composition calculated
using the HI-G4-iso method.
The integration of kinetic data in a microkinetic model that

would use the rate constants for all essential elementary
reactions would be a more elegant way to describe these
experiments. These kinetic data can be obtained from
experiments or by quantum mechanical calculations. The ratios

of direct and inverse kinetic constants should then be equal to
equilibrium constants in order to satisfy the microreversibility
principle. Therefore, the present work is a necessary first step
allowing one to introduce consistently such constraints in the
microkinetic model. We have started to explore if the rate
constants from full DFT calculations and those that are
incorporated in a microkinetic model are sufficiently precise to
describe these experiments. Once we have identified the
reactions that are most rate-limiting, we can make suggestions
to fine-tune this reaction to the desired products. This will be
the object of a future publication.

CONCLUSIONS

We report an assessment of various DFT models for the
calculation of molecular thermochemical properties in compar-
ison with Benson’s group contribution method for reactants,
intermediates, and products involved in the hydrogenation of 1-
methylnaphatalene. Parity plots are compared with reference to
available experimental data.
For this particular set of structures, Benson’s GA method

affords consistently the smallest deviations with respect to
experimental data, reflecting the inherent correlative and
interpolative nature of this method. Its prediction upon
extrapolation to ill documented classes of structures will
however remain questionable.
Among QM models, we have found HI-G4-iso, which

combines evaluations of enthalpies and entropies of formation
through improved homodesmotic schemes, as the most reliable,
combining minimal RSME and bias.
Although small deviations are observed for ΔfH° and S° for

Benson’s and HI-G4-iso methods, discrepancies were observed
between experimental product composition and those obtained
by a simple thermodynamic model. As mentioned above,
depending on the catalyst properties, the observed distribution
of products may be far from full thermodynamic equilibrium. It
is well-known for instance that the completion of hydro-
cracking, hydroisomerization, and hydrodecyclization reactions
requires strong acid sites, together with sites able to activate
hydrogenation and dehydrogenation reactions. Since acid sites
were lacking in the experiments to which we referred, data

Table 6. Flash Calculation Results at 40 bar and 400 °C
Compared to Empirical Data

liquid composition (% mol)

molecule Benson HI-G4-iso exptl.a

2 1.55 0.08 37.90

6 1.75 0.11 6.30

3 0.95 0.05 22.20

4 0.10 0.01 9.80

7 0.11 0.04 1.60

9 0.94 0.26 3.70

20 0.60 0.01

5 + 8 0.34 0.05 5.20

21 0.04 0.08

16 0.09 0.81 1.50

18 0.12 0.09 0.50

14 1.58 0.04

17 +19 5.90 1.86 2.7

15 20.38 6.23

22 + 24 52.23 78.91 0.5

23 + 25 9.67 11.04 0.1

12 1.05 0.02 1.70

13 0.46 0.04

10 0.34 0.01 1.20

11 1.81 0.27 1.10

hydrogenation 1MN (%) 94.6 99.5 49.5

conversion (%) 96.7 99.8 55.8
aThe experimental values were taken from Bouchy et al.27

Figure 7. Hydrogenation of the first and second aromatic rings of
1MN.

Table 7. Compositions Obtained from Flash Calculations at
40 bar and 400 °C for 1MN Hydrogenation Compared to
Empirical Data

calculated

exptl.a Benson HI-G4-iso

X1MN 0.52 0.54 0.44

XxMT 0.40 0.39 0.33

X1MD 0.07 0.07 0.23
aThe experimental values were taken from Bouchy et al.27 X1MN, XxMT,
and X1MD refer to the molar fractions of 1MN, 1-methyl and 5-
methyltetralin, and trans-1-MD, respectively, with X1MN + XxMT + X1MD

= 1.

Table 8. Equilibrium Constants Calculated at 673 K

Kp°

reaction Benson HI-G4-iso

1 7.34 × 10−04 6.70 × 10−04

2 7.73 × 10−06 3.66 × 10−05

3 7.37 × 10−05 1.94 × 10−04

4 7.70 × 10−05 1.27 × 10−04
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reconciliation was possible assuming a scheme strictly limited
to the latter reactions. For the interpretation of experimental
results in the general case, a comprehensive microkinetic model
will be needed, including consistently the thermodynamics
constraints. Our work was a first step toward the goal of
establishing such a model from first principles.
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(Table S2) for the set of molecules used in this study; a
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experimental data available, isodesmic reactions, and estimated
values at the HI-G4-iso level for the set molecules used in this
study (Table S3); and estimated values at 673 K of Gibbs
energy (Table S4) and equilibrium constants (Table S5) of
reactions shown in Scheme 1. This material is available free of
charge via the Internet at http://pubs.acs.org.
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1MN = 1-methylnaphthalene
MT = methyltetralin
1MD = 1-methyldecalin
RMSE = root mean square error
AARE = absolute average relative error
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2
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