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Density functional theory simulations of complex
catalytic materials in reactive environments:
beyond the ideal surface at low coverage

Céline Chizallet and Pascal Raybaud*

Most efficient heterogeneous catalysts used industrially are generally very complex systems. Far away from

perfect crystallinity and well-defined oriented surfaces at low coverage, they involve structural disorder,

heterogeneous site distribution with variable coordination and structural dependence upon the chemical

environment. Unravelling their atomic-scale structures and understanding their roles in the catalytic reaction

are not easy tasks, as the respective contributions of each type of site to the spectroscopic or catalytic

responses are generally convoluted. Computational chemistry is of great help to address these issues. In the

present perspective review, we highlight two relevant systems involved in numerous industrial applications:

the amorphous silica alumina support; and subnanometric platinum clusters, possibly doped with tin and/or

indium, supported on γ-Al2O3. The structural complexity is inherent to the amorphous nature of an oxide

support on the one hand, and to the ultra-dispersed form of a mono- and multi-metallic catalyst on the

other hand. In each case, Density Functional Theory (DFT) calculation was used to provide an original struc-

ture for active sites and to reveal how the corresponding multi-step reactions are influenced. Moreover, we

highlight how theoretical studies including coverage effects on complex systems, induced by (T, P) reaction

conditions, offer enriched perspectives with respect to studies on ideal surfaces at low coverage.
Introduction

Since the 19th century, when “catalysis” was given a defini-
tion by J. J. Berzelius, heterogeneous catalysis was at the ori-
gin of significant societal advances, materialized by the set-up
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of major catalytic processes, such as the synthesis of ammo-
nia,1,2 hydrotreatment,3 Fischer–Tropsch synthesis,4–6 cata-
lytic cracking7 and reforming,8,9 and automotive exhaust
treatment10–14 to name a few. Advanced rationalization stud-
ies of catalytic reactivity and surface reactions were under-
taken very early, some of them being awarded Nobel prizes,
as P. Sabatier15 (in 1912), I. Langmuir16 (in 1932) and, more
recently, G. Ertl (in 2007).17 One may, however, admit that
earlier most efficient industrial heterogeneous catalysts, such
as those used in refining plants, were discovered empirically,
thanks to a combination of sharp chemical intuition and
strong opportunism. For instance, the promoting effect of Co
in MoS2 systems, widely used nowadays in hydrotreating pro-
cesses, was discovered around WWII only after a large num-
ber of trial-and-error experiments.18,19 Similarly, reforming
catalysts have been the subject of continuous empirical
improvements since WWII, involving various types of dopants
(Sn, Re…) added either on the metallic phase (Pt) or on the
alumina support, the role of which, however, remains under
debate.8,9,20 Thus, the composition and structure of the
industrial catalysts (active phase and support) are generally
very complex. Current applied research integrates advanced
tools for the discovery of new, efficient active phases,21–23

which usually brings additional components to the original
formulations of heterogeneous catalysts.

However, accurate control of the catalytic performance
requires advanced knowledge of the structure of the numer-
ous active sites and of the origin of their catalytic properties,
at the atomic scale. This is not an easy task from the experi-
mental point of view, as the respective contributions of each
type of site to the spectroscopic or catalytic response are gen-
erally convoluted. One may choose two rational approaches
to unravel this issue. The first one consists of the elaboration
of ideal model catalytic systems, exhibiting a limited variety
of sites of controlled coordination, taking part in a well-
defined crystalline network, to isolate their respective struc-
ture and implication in catalytic reactions. These model sys-
tems can be cleaved single crystals or thin films obtained by
surface science techniques,24–26 or particles with controlled
morphology and narrow size distributions27–30 for example.
The second approach is based on the development of
advanced analytical methods,29,31–34 possibly designed for
in situ and operando experiments,35,36 and of innovative cata-
lytic procedures and reactors.22,37,38 Of course, both
approaches can be combined, and have led to significant
achievements in the understanding of metallic and oxide sur-
faces in particular.39

Computational chemistry is a precious and complemen-
tary approach that can provide a better description and
understanding of heterogeneous catalytic active sites at the
atomic scale. Thanks to the development of Density Func-
tional Theory (DFT) elaborated by Hohenberg and Kohn
(one of the Nobel Prize winners in Chemistry 1998),40

it is now possible to apply quantum chemistry for the simula-
tion of simple catalytic systems, such as perfectly crys-
talline zeolites and ideal metal surfaces.41,42 Due to high
2798 | Catal. Sci. Technol., 2014, 4, 2797–2813
computational requirements, the simulation of more
complex catalytic systems as a whole remains, however,
not trivial.

Most commonly used types of models for heterogeneous
catalysts have been detailed in previous perspectives.43,44 In
brief, the system can be modelled either by clusters of finite
numbers of atoms or by ideal infinite surfaces within peri-
odic boundary conditions. The cluster approach consists of
the simulation of a piece of a particle (representing the active
phase) from ten to several tens of atoms. In the spirit of
hybrid schemes developed for the simulation of macromole-
cules by Warshel, Levitt and Karplus (the Nobel Prizes in
Chemistry 2013), in particular biomacromolecules,45 embed-
ding species can be added in the surrounding to describe, at
a lower level of theory, the remaining part of the catalyst par-
ticle.46,47 The periodic approach consists of the simulation of
an elementary cell, containing around several tens to several
hundreds of atoms. The cell is periodically replicated over
three (sometimes two) directions in space for the simulation
of a crystal, or of an infinite surface if a vacuum layer is
introduced.

By essence, a model of the surface is aimed at so that
quantum calculations are preferentially compared to experi-
ments performed on model systems. When dealing with peri-
odic approaches, ideal cleaved surfaces of catalytic materials
or ideal bulk structures of microporous materials are gener-
ally considered as models. This is the case, for example, for
simulations of zeolites41,48 or metallic surfaces.43 In the latter
systems, low index crystallographic orientations depending
on the metal crystal symmetry are chosen as relevant for
metallic active sites exposed on the particles.41,49,50 For FCC
metals, the most stable (111) terrace led to the most impor-
tant amount of work. The appropriate choice of specific
cleavage orientations (generally with high Miller indices) also
enable the simulation of periodic defects such as steps.49,51

For the study of chemical reactivity at such metallic surfaces,
the most convenient way is to start from a bare surface, and
to consider low and constant reactant coverage, so as to iden-
tify the intrinsic effect of the metal nature and local structure
on the reaction energies and activation barriers, and possibly
deduce some “universal” trends in catalysis.50

During the last decade, a great number of theoretical stud-
ies have been published in this spirit. This ideal surface
approach at low coverage is expected to be powerful and rele-
vant when the chemical state of the catalytically active phase
is weakly perturbed by the chemical environment: coverage
effects, support effects, change of surface chemical composi-
tion, etc. Regarding the degree of complexity reached by the
real catalytic systems (either at the industrial scale or the lab-
oratory scale), it is often mandatory to go beyond the ideal
surface approach at low coverage. This is particularly true
when defects cannot be described by specific cleavage orien-
tations of the bulk materials, such as for low-coordinated
sites of nano-aggregates, extra-framework species or
vacancies,52–62 and when they dominate the surface reactivity
of solids. It is also mandatory to address the complexity of
This journal is © The Royal Society of Chemistry 2014
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the system for supported catalysts when support effects are
suspected to influence directly or indirectly the reactivity.63–65

This is the case in bifunctional catalysts such as
hydroisomerization or hydrocracking where a hydrogenation
function is brought by a metallic phase (reduced or sulfided)
and a cracking or isomerizing one is brought by the acidic
support, such as a crystalline zeolite or an amorphous silica
alumina (ASA).3,7,66 In addition, an indirect support effect
occurs when the size of the active nanoparticles becomes
sub-nanometric such as in reforming catalysts.9 Their
electronic and structural properties are expected to be modi-
fied by the support. Finally, the ideal surface model at low
coverage is no longer relevant when the reaction conditions
modify the chemical state of the catalyst. Several well-known
examples illustrate that a metallic surface does not remain
purely metallic and tends to become either oxidized under
oxygen partial pressure,67,68 or carburized under carbon
chemical potential.69–72 Most oxide surfaces usually become
hydroxylated when contacted with moisture, which obviously
influences their Brønsted/Lewis acidities.53,73–78

This complexity represents a double challenge for current
and future atomic scale simulation: firstly, one needs to
include a sufficiently large number of atoms, arranged in a
rational manner – not arbitrarily – to render the variety of
surface sites such as Lewis and Brønsted acido-basic sites,
defects, etc., which is limited by computational resources and
code performance. Secondly, one has to undertake a rational
approach to propose a relevant model for a complex system
working under given reaction conditions, which modifies the
chemical state of the surface.

As methodological aspects and challenges of quantum
calculations for heterogeneous catalysis have been the object
of previous perspectives,43,44 we focus here on the need to
take into account the complexity in the molecular models to
reach chemical relevance for current or future industrial cata-
lysts. We highlight first-principles studies performed in our
group, which have recently addressed this high degree of
complexity of the catalytic system under the following reac-
tion conditions:

• amorphization of oxide surfaces on the one hand, with
the particular case of amorphous silica alumina (ASA),

• ultra-dispersed mono- and multi-metallic catalysts, with
the example of subnanometric platinum clusters, possibly
doped with tin and/or indium, supported on γ-Al2O3.

Both aspects will be discussed in close conjunction with
the effect of the surrounding environment: the temperature
and partial pressures of the main reactants, which directly
influence the coverage effects.

The two systems addressed here are of paramount impor-
tance in industrial catalysis. ASA is the acidic support of cata-
lysts involved in hydrocracking,7,79 and is also used in the
field of biomass conversion80,81 due to its mild acidic proper-
ties. Ultra-dispersed platinum-based catalysts supported on
γ-alumina are involved in dehydrogenation and catalytic
reforming processes, inter alia.9 The rational and molecular-
scale approach has led to the proposal of original surface
This journal is © The Royal Society of Chemistry 2014
sites which revisit some experimental findings but also open
avenues for future experiments. The impact of ambient atmo-
sphere and reactive medium is taken into account thanks to
a thermodynamic approach. The structural complexity of
these systems is also at the origin of an enriched catalytic
behaviour for multi-step reactions. We will show how DFT
calculations can also help in this field. Through these two
examples, we will propose some challenges and perspectives
in the integration of chemical complexity in the simulation
of heterogeneous catalysis.

1. General methods

The search for more and more accuracy for a reasonable
computational cost is a motivation in our field.43 We use
state-of-the-art methods for the elaboration of models of
heterogeneous catalysts. Most calculations reported in the
present perspective were performed in the framework of Den-
sity Functional Theory, using a periodic plane-wave method
as implemented in the Vienna ab initio Simulation Package
(VASP).82,83 The exchange-correlation functional was treated
within the generalized gradient approximation (GGA) as
parameterized by Perdew and Wang (PW91)84 or by Perdew,
Burke and Ernzerhof (PBE).85 The projected augmented wave
(PAW) method86 was used to describe the interactionss of
core-electrons, with energy cutoffs between 400 and 500 eV.
Dipolar correction was applied to account for the arbitrary
interaction between asymmetric – and thus polar – slabs. In
some cases, molecular dynamics calculations were under-
taken to obtain more stable systems, likely to be a more rele-
vant model for the complex systems under study. To account
for reactive environment (temperature, and partial pressure
of H2O, H2, hydrocarbon), we undertook thermodynamic cal-
culations with the assumption that all gaseous species
behave like ideal gases. For further details, the reader is
invited to read the respective papers.20,87,88

Both systems presented in this perspective share a com-
mon starting “ingredient”, which is the alumina support
model developed previously by Digne et al.,73,74 on the basis
of the γ-Al2O3 bulk model established by Krokidis et al.89 The
(100) and (110) surface orientations represent about 90% of
the total surface area of the particles. The (100) orientation is
the less reactive (in particular the less hydrophilic one),
whereas the (110) surface remains hydroxylated up to high
temperatures/low water partial pressures.77 These surfaces
can possibly be chlorinated to promote their acidity. A chlori-
nated model has also been established by Digne et al.90 All
these surface models were the basis for the simulation of
more complex systems, as shown below.

2. Surface models for amorphous
silica alumina

Amorphous silica aluminas (ASAs) are composed of variable
amounts of silica (SiO2), alumina (Al2O3) and water (H2O),
and are widely used for their acidic character.7 Zeolites,
Catal. Sci. Technol., 2014, 4, 2797–2813 | 2799
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which also belong to the aluminosilicate family, are also
widely used in catalysis. Being well-defined crystalline mate-
rials, the relationship between their structure and acidity
has been characterized and studied extensively for some
decades.91–94 By contrast, the lack of long-range ordering in
ASA hampers systematic characterization of the local environ-
ment around each cationic species. However, these materials
are regaining interest for industrial applications, in particular
for the enhancement of the selectivity in middle distillates in
hydrocracking reactions,7,95 and for biomass conversion.80,81

From a fundamental point of view, the determination and
the characterization of the acid sites of ASAs remain chal-
lenging open questions. Structural hypotheses are not unani-
mous between research groups.96–101 New insights have
recently been acquired through DFT calculations,87,102–104

leading to a surface model for silicated alumina, which
accounts for the presence of original surface sites at the ori-
gin of mild acidity. Note that, to the best of our knowledge,
despite significant effort on the simulation of bulk alumino-
silicate glasses for geology,105,106 simulation studies of the
surface of ASA have not been undertaken before, except
for some earlier attempts to choose “local” models, as
aluminosilsesquioxanes.107,108
2.1. Grafting of silica derivates on alumina

ASA samples can be synthesized by very different methods,109

in particular by deposition of organosilanes Si(OR)4 on
γ-Al2O3. This method yields silicated alumina with satisfac-
tory control of the amount of silica deposited.110 An exchange
reaction is expected to take place with the OH groups of
alumina111–113 followed by hydrolysis. The overall reaction is
thus formally equivalent to silicic acid Si(OH)4 exchange with
the γ-Al2O3 hydroxyls: this general reaction was modelled by
DFT calculations.

We started with the γ-Al2O3 alumina model obtained previ-
ously by Digne et al.73,74 (see Section 1). The (100) surface of
2800 | Catal. Sci. Technol., 2014, 4, 2797–2813

Fig. 1 (a) Preferred exchanged structures, calculated by DFT, of Si(OH)4 o
configurations, and for θSi = 0.5 and 1 Si nm−2. (b) Diagram illustrating the s
Adapted with permission from ref. 87. Copyright 2009, Wiley and Sons.
alumina appeared to be the most interesting in terms of
amorphization.87 For silicic acid coverage θSi = 0.5 nm−2, the
preferred exchanged configurations led to the competitive
bidentate and monodentate structures illustrated in Fig. 1-(a)
(top), obtained by exchange mainly with μ1-OH, consistently
with infra-red experiments.113

Additional silicic acid molecules (θSi = 1.1 nm−2) condense
with the previously grafted species (Fig. 1-(a), bottom), rather
than graft onto other alumina OH groups. The condensation
reaction energies (ca. −30–40 kJ mol−1) show that increasing
the silicic acid content in a wet environment leads to the
growth of silica particles in contact with γ-Al2O3 (100) by only
a few anchoring points (Fig. 1-(b)). Thus, in the absence of
any thermal treatment, no intimate interaction between silica
and γ-Al2O3 can be reported on the (100) γ-Al2O3 surface.

The effects of thermal treatment were deduced from simu-
lation starting from an epitaxially deposited silica film (with
θSi = 6.4 Si nm−2) over the γ-Al2O3 dehydrated surface, submit-
ted to a simulated annealing sequence combining DFT and
force-field molecular dynamics. The formation of an amor-
phous phase, and the mixing of silica and alumina were
observed (Fig. 2-(a)).

Aluminium atoms migrated from the alumina phase to a
mixed ASA phase. Released from an octahedral position in
pure alumina, they finally exhibit tetrahedral and pentahe-
dral coordination, which is in line with experimental findings
from 27Al NMR:27 the AlIV/AlVI ratio is higher in ASA than in
γ-Al2O3,

98,114 and AlV exists in ASA.114,115 The crucial impact
of thermal treatment for the synthesis of an ASA phase is
thus molecularly demonstrated. The surface obtained
exhibits some original AlIV and AlV likely to behave as Lewis
acids, but the generation of Brønsted acid sites requires OH
groups.

The surface state of ASA was thus determined as a function
of the temperature and partial water pressure (Fig. 2-(b)), by
simulating the successive adsorption of water molecules.
Silanols are preferentially generated over Al–OH groups.
This journal is © The Royal Society of Chemistry 2014

n the hydrated γ-Al2O3 (100) surface, for monodentate and bidentate
urface state after silicic acid deposition, without any thermal treatment.
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Fig. 2 (a) Top view of the fully dehydrated ASA surface model. Side-
view scheme of the mixed phase deposited on alumina. (b) Thermody-
namic diagram depicting the OH content as a function of the tempera-
ture and the partial water pressure. The black rectangular zone
corresponds to typical conditions for reactivity applications. (c) Top
view of the ASA surface model at θOH = 10.7 nm−2, where the ellipse
highlights the silicic acid dimer demixed from ASA upon successive
water molecule adsorption, which leads to partial segregation of silica
as shown in the scheme. Adapted with permission from ref. 87. Copy-
right 2009, Wiley and Sons.
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For high water contents (Fig. 2-(c)), silicic oligomers demix
from the ASA phase. These types of oligomer are expected
to segregate so that part of the mixed ASA phase is lost.
In particular, calculations predict a systematic trend of
demixing at room temperature (unless some kinetic limi-
tations occur), illustrating again the most important role
of thermal treatment in the stabilization of a mixed alumino-
silicic phase.
2.2. Hydroxyl groups present on the ASA surface models

For typical analytical and reactivity conditions, surface
models exhibiting 5.4 and 6.4 OH nm−2 (black rectangle in
Fig. 2-(b)) are representative of the real surface state. On these
surface models (Fig. 3-(a) and (b)), various species are identi-
fied: AlIV and AlV atoms, as well as several kinds of hydroxyls.
In particular, one bridging Si–(OH)–Al site (Fig. 3-(c)) is pres-
ent. Silanol bonded to aluminium atoms (AlVI and/or AlV) via
This journal is © The Royal Society of Chemistry 2014
structural Si–O–Al bridges are found (Fig. 3-(d)). We called
these groups silanol–Al.

Several silanols in interaction through space (no Al–O
covalent bond) with one acceptor AlIV or AlV atom are also
present (Fig. 3-(e)). These we called Pseudo-Bridging Silanols
(PBS),87,102,103 in particular PBS–Al, when Al acts as the
“acceptor” atom. In some cases, a silicon atom may also play
the role of the acceptor (Fig. 3-(f)), as seen with the so-called
PBS–Si group. Note that since then, PBS–Al-like sites have
been suspected on silicated alumina from experiments.116

This variety of OH group environments as suggested by
the model explains the complexity of the infra-red spectra of
ASA. The vibration frequencies of OH groups on the ASA
surface model were indeed calculated and compared to exper-
iments (Fig. 4).103 The Si–OH frequency, calculated and
observed near 3740 cm−1 in silica117 is lowered when the
silanol is in close proximity (silanol–Al and PBS–Al) to an Al
atom. The difficult observation of zeolite-like bridging OH
groups on the ASA is also explained by their lower thermal
stability than in zeolites, as well as the dominant contribu-
tion of hydrogen-bond donor OH groups in the same spectral
region. This study has a double interest: together with the
assignment of the FTIR spectra of ASA samples, a validation
of the theoretical model is obtained.
2.3. Acidity of OH groups on ASA: on the dominant role of
the stability of the conjugated base

Thanks to this model, the independent behaviour of each site
can be inferred with regard to basic probe molecules. Zeolite-
like bridging Si–(OH)–Al groups, similar to those of protonic
zeolites, are often referred to as the most acidic sites of
ASA,99,118–120 but their existence is questioned by other
authors96,97 due to the absence in the ASA IR spectra of the
typical well-defined O–H bands observed in zeolites. Our DFT
calculations show that they can exist on the ASA surface,87

even if the coordination number of their aluminium atom
is not systematically equal to four. Silanols bonded to low-
coordinated aluminium atoms by a Si–O–Al bridge were
presented as the most acidic Brønsted sites by Crépeau and
co-workers,98 depending on the number and coordination of
Al. These sites are related to the silanol–Al proposed within
the DFT model.

The adsorption of probe molecules of various basicity was
then simulated102 on the four sites depicted in Fig. 3: CO,
pyridine, lutidine and ammonia. All nitrogenated probe mol-
ecules are converted in their protonated conjugate acid on
the bridging Si–(OH)–Al group, with adsorption energies
lower than protonic zeolites. Conversely, silanol–Al was
unable to protonate any of the molecules under study. PBS–Al
exhibits more interesting chemical behaviour, as illustrated in
Fig. 5: probe molecule adsorption induces a tilt of the oxygen
of PBS–Al in the direction of the aluminium atom. This
phenomenon is reinforced by increasing the probe molecule
basicity, with protonation of lutidine and ammonia. This
is accompanied by the formation of a new Al–O bond,
Catal. Sci. Technol., 2014, 4, 2797–2813 | 2801
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Fig. 3 Top view of the ASA surface model for (a) θOH = 6.4 OH nm−2, (b) θOH = 5.4 OH nm−2; (c) bridging OH group; (d) example of silanol–Al
group; (e) example of PBS–Al (PBS: Pseudo-Bridging Silanol); (f) example of PBS–Si.

Fig. 4 (a) Experimental infrared spectra of ASA, in the O–H stretching zone, for the ASA sample evacuated at 473, 573, or 773 K. The assignment
proposed is based on the computational results. (b) Calculated O–H vibration frequencies for the various sites present on the ASA model. Adapted
with permission from ref. 103. Copyright 2011, Elsevier.
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increasing the coordination of the acceptor Al atom from
four to five. This phenomenon relates to the proposal put
forward by Trombetta et al.96 based on experiments of
nitrogenated molecules on ASA monitored by FTIR. More
2802 | Catal. Sci. Technol., 2014, 4, 2797–2813
surprisingly, the same kind of behaviour was found for PBS–Si,
with the formation of SiV. Consequently, together with bridg-
ing Si–(OH)–Al groups, PBS–Si appears to be one of the most
acidic Brønsted sites on the ASA surface, with a higher
This journal is © The Royal Society of Chemistry 2014

http://dx.doi.org/10.1039/c3cy00965c


Fig. 5 Behaviour of aluminic pseudo-bridging silanols (PBS–Al) towards basic probe molecules: (a) no probe molecule, (b) CO, (c) pyridine,
(d) lutidine, (e) ammonia. O⋯H distances and O–H bond lengths (Å) are given in blue, O⋯M distances and O–M bond lengths (Å) in black. Adapted
with permission from ref. 102. Copyright 2010, Wiley and Sons.
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protonating ability than PBS–Al (pyridinium ion being gener-
ated on PBS–Si).

A more detailed analysis was performed in the case of
lutidine adsorption, on all sites of the ASA surface model.103

As with PBS and bridging OH– groups, water molecules
adsorbed on aluminium atoms exhibit interesting proton
transfer ability. This is consistent with previous experimental
proposals.100,121 In a general manner, we showed that the
main factor governing the proton transfer ability of acidic
sites of ASA is the stabilization of the conjugated base (of
the acidic site), either upon formation of Al–O or Si–O
bonds, or by cascade proton transfer,103 as explained in
Fig. 6. In addition, the properties of the modelled ASA OH
groups were compared to that of an ideal bridging OH group
within mordenite. The lower Brønsted acidity of ASA com-
pared to zeolites was assigned to the lack of electrostatic
confinement effect. This result may have a significant impact
on the role of pore size on the reactivity and selectivity in
hydrocracking reactions, which will be the object of future
investigations.
This journal is © The Royal Society of Chemistry 2014

Fig. 6 Synopsis of the various Brønsted acid sites on the ASA surface:
formation of new Al–O and Si–O bonds. Bridging OH– groups (③) are depro
of labile protons (④, see also (b)) is deprotonated with cascade proton tra
adsorbed on Al atoms: proton transfer by the water molecule itself (⑤) o
Adapted with permission from ref. 103. Copyright 2011, Elsevier.
We also investigated in more detail the interaction of CO
as a probe molecule on all sites of the ASA model,104 as this
molecule has been used for many years to characterize exper-
imentally the acidity of various materials,122–125 including
ASAs.56,96–99,120,126 Common sense suggests that the more
positively charged the proton, the more acidic a surface OH–

group. CO is able to probe charges along the surface because
of its dipolar nature. This perturbation induces a shift of the
CO infrared stretching vibration usually measured by FTIR.
The CO stretching vibrational frequency is indeed shifted
(ΔCO) and depends on the adsorption sites, which are both
Brønsted and Lewis acid sites. It is generally admitted that
the more acidic the adsorption site, the larger the shift of CO
vibration. Nonetheless, we found that CO probes the surface
electrostatic field, producing a vibrational Stark effect, which
does not depend solely on the Brønsted acid character of the
protons (this latter parameter being quantified by the proton
transfer ability to lutidine, Fig. 7). On the ASA surface, the
higher calculated shifts were assigned to some PBS–Al
groups, likely due to the high electrostatic field imposed by
Catal. Sci. Technol., 2014, 4, 2797–2813 | 2803

(a) PBS–Al (①) and PBS–Si (②) are deprotonated by lutidine with the
tonated thanks to the existence of the Al–O bond. Silanol in the vicinity
nsfer from the water molecule. (b) Acidity induced by water molecules
r cascade proton transfer to the neighboring silanol (④, see also (a)).

http://dx.doi.org/10.1039/c3cy00965c


Fig. 7 (a) Electrostatic potential isosurfaces projected in the plane defined by the CO and OH atomic positions (values in V), for CO adsorbed on
one PBS–Al site; (b) CO frequency shift (cm−1) against electrostatic field (V nm−1): ΔCO = 6.4E (R = 0.91). Adapted with permission from ref. 104.
Copyright 2012, Royal Society of Chemistry.
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aluminium cations. This shift (~35 cm−1) is in good agree-
ment with the signal experimentally assigned to “strong
Brønsted acid sites”.56,98,120

3. Models of ultra-dispersed catalysts:
noble metals supported on γ-Al2O3

Platinum supported on γ-alumina (γ-Al2O3) is a prominent
catalyst involved in many different fields such as the
treatment of automobile exhaust emissions,10 catalytic
reforming,9 alkane dehydrogenation,127 and biomass conver-
sion.80 In many catalytic processes, due to economic con-
straints, the optimal use of each Pt atom as an active site is
critical and, thus, it is sought to reach subnanometer particle
sizes while keeping their metallic properties. The γ poly-
morph of alumina, possibly chlorinated, is the most widely
used in industry due to its advantageous porosity, surface
area and chemical properties.128 Catalytic reforming is one of
the applications of interest where subnanometer-size parti-
cles are of great importance and where the effect of the sup-
port is also predominant.9 In this case, Pt is usually highly
dispersed (content lower than 1 wt%). The level of complexity
of these catalysts is high, due to the subnanometer size of
the particles, to the presence of dopants in the metallic phase
(other metals such as Sn) and on the support (chlorine or
indium, for example). The reaction network in which they are
involved is also very complex, due to the bifunctional nature
of the system (metallic and acidic phase) and the various
desired (isomerization, dehydrogenation, dehydrocyclization)
and undesired (coking, hydrogenolysis, cracking) reactions.

HRTEM129–133 and STM134,135 have provided precious
insights for 2D supported metallic structures, while X-ray
absorption spectroscopy (XAS)33,133,136–140 has been success-
fully applied to get 3D structural information. However, these
techniques do not provide a single unambiguous particle
model, so that many questions remain open about these
highly fluxional structures under reactant pressure. To gain a
deeper insight into the structure and behaviour of active sites
2804 | Catal. Sci. Technol., 2014, 4, 2797–2813
in catalytic reforming, we performed DFT calculations
coupled to a thermodynamic model. The complexity of the
industrial multi-metallic catalyst was taken into account by a
step-by-step approach, dealing first with monometallic, and
then multimetallic systems.

Several first-principles studies of Pt/alumina systems
based on ab initio calculations have been reported in the lit-
erature by other research groups. They differ first in the
nature of the alumina surface model. Very often, ideal
α-Al2O3 surfaces were considered.141–148 The abundance of
AlIV atoms in γ-Al2O3, which are absent in α-Al2O3, however,
makes the explicit study of the γ polymorph needed. The
hydroxylation state of the support has been addressed in
some studies;147–149 however, its influence on the morphol-
ogy of a polyatomic cluster has not been investigated. In
general, the simulated sizes remained well below the real
sizes of high dispersion oxide-supported metal clusters with
diameters distributed around 1 nm. Only recently, supported
Pt10

150 and Pt19
151 particles have been simulated, but with

limited investigation into the morphology of the clusters. Our
work, presented below, is thus one of the first achievements
of morphology definition of platinum clusters of reasonable
size (Pt13) supported on a realistic γ-Al2O3 surface model. We
have also addressed for the first time supported PtSn sys-
tems,152 which has been followed by complementary research
of other groups.153
3.1. Size and morphology effects in ultra-dispersed platinum
catalysts

Relevant models of monometallic platinum particles
supported on dehydrated, hydroxylated and chlorinated
γ-alumina were firstly elaborated,154,155 based on alumina
support models presented in Section 1, and on models of
metallic non-supported clusters.156 Platinum clusters
containing 13 atoms were considered as being representative
of highly dispersed platinum catalysts with particle size close
to 1 nm. Symmetric morphologies, such as cuboctahedron or
This journal is © The Royal Society of Chemistry 2014
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icosahedron, appeared to be less favourable than less sym-
metric structures in the gas phase (Fig. 8-(a)), as biplanar
structures, or irregular edifices obtained by simulated
annealing sequences.156 Smaller particles (from 1 to 5 atoms)
were also considered, since HRTEM suggests the occurrence
of atomically dispersed Pt species.131,132 The alumina (100)
surface is generally dehydroxylated in catalytic reforming con-
ditions, whereas the (110) surface is still hydroxylated,74,77

possibly chlorinated.90 For isolated clusters, the following
general rule holds: the bigger the size, the more stable the
cluster (Fig. 8-(b)).

By contrast, DFT calculations performed on supported
Pt1–13 clusters showed the significant impact of the
rearrangement and migration of surface species (protons,
hydroxyls, chlorine) for the stabilization of the smallest Pt
clusters.155 This is mainly explained by the anchoring of the
clusters to the surface via Pt–O and Pt–Al bonds. Taking into
This journal is © The Royal Society of Chemistry 2014

Fig. 8 (a) Some isolated Pt13 clusters studied in ref. 156: icosahedron,
cuboctahedron, biplanar cluster and structure obtained by a simulated
annealing sequence. Adapted with permission. Copyright 2009,
American Physical Society. (b) Calculated binding energy (including
Pt–Pt cohesion and metal–support interaction) of Ptn clusters, isolated
or supported on γ-Al2O3. Adapted with permission from ref. 155.
(c) Most stable Pt3 cluster supported on chlorinated γ-Al2O3 (110) sur-
face. Adapted with permission from ref. 155. Copyright 2012, American
Chemical Society. (d) Most stable Pt13 cluster supported on dehydrated
(and dechlorinated) γ-Al2O3 (100) surface. Adapted with permission
from ref. 154. Copyright 2010, Elsevier.
account the migration of such surface species, Pt clusters are
more stable on the hydrated and chlorinated (110) surfaces
than on the dehydrated (100) surface. On the chlorinated
(110) surfaces, Pt3 corresponds to a local energy minimum
(Fig. 8-(b) and (c)), even lower than Pt13. This stability of
Pt3 would explain an increase of the activation barrier to
form larger clusters, thus limiting sintering, thanks to
chlorine.137,157
3.2. Hydrogen coverage effects on the structure of
Pt13/γ-Al2O3

In a second step, the reactivity of hydrogen towards platinum
was investigated on the Pt13/γ-Al2O3(100) system.88 Hydrogen
is indeed present in the reactive medium, in particular in cat-
alytic reforming,9 and titration methods aimed at quantifying
the dispersion of the platinum particles often involve hydro-
gen adsorption.158

On the γ-Al2O3(100) surface, in the absence of hydrogen,
the Pt13 cluster preferentially lies in the “biplanar” (BP) mor-
phology (Fig. 8-(d)) and maximizes the metal–support interac-
tion through Pt–O and Pt–Al bonds.154 The calculations show
that this structure presents a strong affinity towards hydro-
gen. Most stable structures for given hydrogen coverage (from
1 to 36 hydrogen atoms per cluster) were identified thanks to
ab initio molecular dynamics. A thermodynamic diagram was
constructed, providing the surface state as a function of the
temperature and hydrogen partial pressure (Fig. 9-(a)). The
increase of hydrogen coverage may reach a H/Pt atomic ratio
greater than 1.4, which induces a cluster reconstruction from
the BP to a cuboctahedral (CUB) morphology.

The H/Pt ratio exceeding 1 – often observed in experimen-
tal analysis conditions130,159 – is rationalized by this recon-
struction process. Charge analysis reveals that a hydride
phase is obtained for the Pt13 CUB structure, with the partial
loss of the metallic nature. In contrast, for reaction con-
ditions such as catalytic reforming (T ~800 K and P(H2)
~10 bar), the particle remains biplanar with moderate H/Pt
ratio (0.5–1). The electronic analysis also shows that it keeps
its metallic character. These results account for the numer-
ous experimental data (TPD, XAS, HRTEM, etc.).160–165

The H coverage effects are also worth considering when
choosing the ideal surface models. Fig. 9-(b) and -(c) depict
the thermodynamic diagram calculated for the hydrogen/
Pt(111) and hydrogen/Pt(100) systems. For similar thermody-
namic conditions, the H uptake of the supported Pt13 cluster
is higher than that of extended Pt(111) and Pt(100) surfaces.
For example, at P(H2) = P° = 0.1 MPa, ideal surfaces exposed
by large particles are depleted from H atoms at T > 900 K,
whereas the Pt13 cluster still contains six H atoms. This illus-
trates the non-relevance of ideal surface models for depicting
the adsorption thermodynamics on subnanometric clusters,
and also the importance of considering H coverage effects for
the description of ideal surfaces in operating conditions,
as θH deviates from 0 ML (monolayer) for a large set of
(T, P(H2)) conditions.
Catal. Sci. Technol., 2014, 4, 2797–2813 | 2805
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Fig. 9 Effect of hydrogen pressure on: (a) the morphology and H coverage changes of supported Pt13/γ-Al2O3, (b) H coverage on Pt(111), and
(c) H coverage on Pt(100). Adapted with permission from ref. 88. Copyright 2011, Wiley and Sons.
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3.3. Hydrogen coverage effect on the stability of intermediates
of ethane dehydrogenation on Pt13/(100) γ-Al2O3

Then, to understand the impact of hydrogen in the catalytic
reactions, in particular alkane dehydrogenation, we performed
a DFT study of the stability of CxHy (x = 1 or 2 and 0 ≤ y ≤ 5)
intermediates, likely formed upon activation of ethane con-
sidered as a model molecule for probing C–C and C–H bond
scission.20 Symmetric (one H removed on each C atom) and
dissymmetric (H removed first on the same C atom) dehydro-
genation elementary steps were compared, as well as C–C
bond breaking with CH4 release. Calculated Gibbs free energy
profiles at 800 K (representative of reforming conditions) for
the transformation of ethane allowed the quantification of
the relative stability of CxHy species relevant for dehydrogena-
tion and hydrogenolysis pathways as a function of reaction
conditions. The impact of the J = P(H2)/P(ethane) ratio ( J = 0.01,
1, 10 and 100) was studied (Fig. 10). According to the DFT and
thermodynamic calculations, intermediate J values between 1
and 10 correspond to the optimal balance between the two
dehydrogenation pathways, the C–C bond scission and forma-
tion of CH4. Simultaneously, ethylidyne (CCH3 in Fig. 10),
considered as a dead end intermediate, is thermodynamically
less stable with respect to ethylene as soon as J becomes
greater than 1. Within a similar range of J, the hydrogenolysis
reaction is also promoted due to the simultaneous stabilization
2806 | Catal. Sci. Technol., 2014, 4, 2797–2813
of monocarbonaceous species on the platinum clusters with
high hydrogen coverage. Regarding acetylene, its stability is
more affected by the increase of J (thus of P(H2)) than less
dehydrogenated compounds. Moreover, the most stable clus-
ter morphology when acetylene is adsorbed at J = 1, for exam-
ple, is no longer the biplanar one but the CUB one (Fig. 10).

As a consequence, we were able to identify and quantify
the interval of process conditions to be used for moderate
dehydrogenation of ethane into ethylene whilst avoiding fur-
ther dehydrogenation, ethylidyne formation, hydrogenolysis
and coke formation as targeted in process conditions.8,166,167

From a more general point of view, such hydrogen cover-
age effects also impact significantly the behaviour of an ideal
surface, although it is often overlooked on these simple sys-
tems. For instance, in the selective hydrogenation of butadi-
ene into butene, it has been shown that the competitive
adsorption of hydrogen also significantly modifies the
adsorption mode and thermochemistry of reactants and
products on ideal Pd (111) and (100) surfaces.168
3.4. Towards multi-metallic systems: PtxSny/γ-Al2O3(In)

The next step for a more accurate modelling of the real
reforming catalyst is to consider the multi-metallic nature of
the catalysts: bi-metallicity of the active phase and dopants in
the alumina support. We recently undertook this theoretically
This journal is © The Royal Society of Chemistry 2014
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Fig. 10 Relative stabilities (Gibbs free energy of reaction of ethane) of adsorbed ethylene (H2CCH2), ethylidyne (CCH3) and acetylene (HCCH) on
Pt13 supported cluster at various J = P(H2)/P(C2H6) values. Insets: illustrations of structures at J = 1. Adapted with permission from ref. 20.
Copyright 2013, Elsevier.
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by focusing on PtSn formulations, possibly with indium
as the co-doping element present in the support as In3+

(Fig. 11).152 While tin is shown to decrease the metal–support
interaction as compared to pure platinum, indium compen-
sates part of the interaction loss, which results in a stabiliza-
tion of the bimetallic PtSn nano-cluster.

4. Challenges for the realistic
simulation of complex catalytic
systems in catalytic conditions
4.1 Current challenges in the simulation of complex
aluminosilicate catalysts

The next step toward the understanding of the milder acidity
of ASAs as compared with zeolites is the simulation of chemi-
cal reactivity, for the conversion of various molecules, involv-
ing the simulated Brønsted acid sites of ASA. As can be
inferred from the adsorption of lutidine (see section 2),
and from previous kinetic modelling of phenanthrene hydro-
cracking,169,170 the confinement effect (stronger within
zeolites) will play a key role in proton-transfer reactions. We
are currently investigating the cracking of alkenes as model
This journal is © The Royal Society of Chemistry 2014

Fig. 11 Models of supported PtSn catalysts, without (left) or with
(right) indium incorporated within the support. Adapted with
permission from ref. 152. Copyright 2012, American Chemical Society.
reactions for the genesis of carbenium species, and as topical
for industrial applications (cracking, hydrocracking). The cal-
culation of reaction rates, including enthalpy and entropy
contributions, will be crucial both for the validation of the
models (by comparison with experiments) and for the estab-
lishment of acidity scales within the family of alumino-
silicates. More generally, the transferability of acid site
structures, electrostatics and reactivity, to other complex alu-
minosilicate structures, needs to be understood, in particular
thanks to first-principles calculations including van der Waals
corrections (within the Grimme formalism for instance). To
name a few, i.e. aluminated silica or ASAs obtained by the
cogelification of aluminium and silicon precursors,109 amor-
phous microporous aluminosilicates obtained by aerosol
techniques,171 the internal surface of organized mesoporous
silicas doped with Al,109 the defects of dealuminated–
desilicated zeolites,172 and external surfaces of zeolites (at
the origin of the so-called “pore mouth” catalysis173,174),
these are poorly defined systems at the atomic scale, which
need detailed investigations. Likely, pseudo-bridging silanols
could be found as relevant acid sites on all those amorphous
systems, with variable Si–O–Al angles and/or variable Al coor-
dination numbers. The local structure of the active site is the
first parameter governing acidity. In addition, the confine-
ment effect (van der Waals and electrostatic) induced by tun-
able mesopore sizes is the second parameter driving the
acidity strength at the mesoscale. These combined effects
still need further rational and quantified theoretical investi-
gations in order to assist with the better control of targeted
activity and selectivity in industrial reactions such as isomeri-
zation and (hydro)cracking.
4.2 Current challenges in the simulation of ultra-dispersed
catalysts

DFT calculations appear as an appropriate tool to rationalize
the behaviour of complex metallic systems at the molecular
Catal. Sci. Technol., 2014, 4, 2797–2813 | 2807
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scale. Experiments are challenged by proposals coming from
our studies.140,165 Experimental characterization is currently
being performed to validate some key-features of our theoret-
ical study, in our team and by other research groups.140 The
impact of tin on the interaction with hydrogen is also being
investigated. Other perspectives are oriented towards the
reactivity of such particles with alkanes having a longer chain
length.

More generally, the challenges in the field are the appro-
priate simulation of the multi-component nature of the sys-
tem, taking into account non-reduced metal atoms, dopants
and additives, and their impact on the chemical reactivity of
the particles within complex reaction networks, involving var-
ious types of reactants (hydrocarbons, oxygenates, pollutants,
etc.). Throughout such studies, the impact of the reconstruc-
tion of the particles should be taken into account.

It remains rather difficult to conclude if theoretical stud-
ies based on infinite metallic surface models and deriving so-
called “universal” trends (as mentioned in the Introduction)
can be applied to such multi-component catalysts. To the
best of our current understanding, we suggest remaining cau-
tious when using simplified structure–activity relationships
in the case of highly dispersed catalysts because the risk of
missing the chemical cornerstone of the catalyst is always
present.
4.3 General challenges

The previous examples have highlighted that the modelling
of complex catalytic systems at the atomic scale remains a
current challenge, notwithstanding the significant improve-
ment in the efficiency of computational tools over the past
decades. Indeed, this research area would not be possible
without the exponential increase of computing architecture
performances and the significant developments of efficient
quantum physics software algorithms.175 At the same time,
a continuous improvement of the accuracy in the determi-
nation of the energy and geometry of a given system has
been achieved by quantum calculation.43 However, under-
taking a rational approach to propose a relevant – and
not just arbitrary – model, remains a limiting step in this
field.

Ideal surface approaches or derived descriptor approaches
have the advantage of being simpler and quicker methods,
opening the door of predictions based on periodic
trends.50,176–180 They rationalize the first screening approach
that could be sustained by high-throughput experimentation,
during the search for a new catalytic formulation for a spe-
cific reaction.181 However, this can only be the first-order
level of computational assistance for the development and
improvement of catalysts, which then need a finer molecular-
scale description of the real catalytic systems beyond the
first-order level. Thus the right level of complexity must be
considered to allow further progresses in the field.

The main perspective of the works presented here is to
gain an ever more relevant level of complexity in simulated
2808 | Catal. Sci. Technol., 2014, 4, 2797–2813
systems, so as to provide an optimal model and accurate
chemical descriptors that are valid for industrial catalysts.
For example, doping elements or cations and anions issued
from the precursors during synthesis on alumina-based
supports is known to influence the catalytic properties.
Regarding ultra-dispersed platinum-based catalysts, the
detailed role of promoters and the impact of their oxidation
state (in particular for Sn) should be taken into account. It
may also be of crucial interest for industrial catalysts to
get a better quantitative understanding of the stability and
reactivity of such multi-metallic nanoparticles on modified
alumina surfaces (for example silica–alumina). This would
help to provide a control at the molecular level of the bal-
ance between Brønsted acid sites and metallic sites, which
is of fundamental and applied interest for bifunctional
catalysts.79

One future guideline for such a research is the simulation
of all steps of the synthesis and activation procedure of the
studied catalysts. In particular, challenging perspectives are
the simulation of the solid–liquid interface between the
support and the synthesis solutions with significant dynamic
solvent effects, possibly charge separation,182–184 as well as
calcination/reduction steps where the mobility of the active
phases is high. In particular, the use of state-of-the-art
(ab initio or force-field-based) molecular dynamic strategies
will be key in this field. However, it must be stressed that
developing the optimal techniques and approaches to better
understand chemical phenomena taking place at solid–liquid
interfaces remains a challenge, not only for theoreticians but
also for experimentalists.185

In this spirit, once accurate models are established for a
given catalyst, considering realistic reaction media and the
interaction of the catalysts with each component of the gas-
eous or liquid phase is a complex task.186,187 We illustrated
above how temperature and pressure effects can be taken
into consideration in the simulation, but complex mixtures
of large molecules are sometimes involved in real reactions.
A quantum tool is probably not the most appropriate one to
describe the reactivity of such systems: a reactive force-field
can be one – although not trivial – solution.188

Finally, understanding and predicting the macroscopic
catalytic performance also requires the limitations induced
by the combined effects of kinetics, diffusion, convection,
local evolution of the temperature and pressures/concen-
trations to be taken into account. Such a global process
can only be modelled thanks to a multiscale approach,
integrating quantum descriptors, kinetic modelling and
reactor models.43,189–191 For this purpose, collecting sys-
tematic DFT data as a function of surface coverage
imposed by reaction conditions is necessary. Significant
achievements have been reported in this field, but usually
starting from DFT models of ideal metal192–194 or
oxide189,195 surfaces. Integrating data for more and more
realistic and coverage-dependent DFT models will provide
improved description and prediction abilities for catalytic
developments.
This journal is © The Royal Society of Chemistry 2014
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5. Conclusions

The objective of the present paper was to illustrate the need
for accurate models of heterogeneous catalysts, obtained by
ab initio calculations, which take into account, as far as pos-
sible, the complexity of the real catalytic system. To exemplify
such an approach, we focused on two systems which have
attracted much attention recently in our research work, by
means of Density Functional Theory calculations: amorphous
silica alumina surfaces and subnanometer-sized platinum
particles, possibly doped, supported on γ-alumina. These two
systems are challenging as they are of significant fundamen-
tal and industrial interest, and also due to their complexity,
inherent multi-element composition, structural disorder, and
small particle size. Climbing the ladder of complexity, a step-
by-step investigation led us to propose rational models of
such systems. Extended comparison with the most advanced
experimental characterizations is the key for validation of
these models. Atomic insights are then provided, which are
not easily reached by experimental techniques only, even
cutting-edge ones such as in situ XAS or operando IR. In par-
ticular, pseudo-bridging silanols have been proposed as key
active sites on amorphous silica–alumina, whereas a
hydrogen-induced reconstruction of platinum particles is
anticipated thanks to DFT calculations. This latter example
addresses probably one of the highest levels of complexity for
a catalytic system: it combines a system with no symmetry, a
nanoparticle deposited on a support, which is highly sensi-
tive to reaction conditions, and support effects themselves.
For such systems, quantum descriptors used in the so-called
“universal” trends evaluated at ultra-low reactant coverage on
ideal (infinite) surfaces must be considered with great care.
Dedicated theoretical investigations compared with well-
defined experiments are certainly mandatory to identify what
can be defined as relevant, if not “universal”, quantum
descriptors. However, even if future experimental investi-
gations may reveal some interesting catalytic systems which
do not match with the so-called “universal” trends proposed
nowadays, we hope that the present perspective has
highlighted alternative routes for simulation approaches to
tackle these “non-universal” cases by considering their own
complexities.
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