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Organic Rankine Cycle for Vehicles: Control
Design and Experimental Results

Johan Peralez, Madiha Nadri, Pascal Dufour, Paolino Tona, and Antonio Sciarretta

Abstract— The system considered here is an organic Rankine
cycle for recovering waste heat from a heavy-duty diesel engine.
Because of the highly transient conditions these systems are
subject to, control plays a fundamental role to enable the viability
and efficiency of those systems. In this context, this paper
investigates the problem of control design for superheating (SH)
and pressure at evaporator outlet. Based on a moving boundary
heat exchanger model, a first controller, which consists of a
dynamic feedforward combined to a gain-scheduled PID, is
implemented on the pump speed to maintain the SH close to
the set-point value. Experimental results illustrate the enhanced
performance in terms of disturbance rejection. Then, a second
controller based on nonlinear state estimation is proposed. This is
a nonlinear feedback law, which allows to adjust the evaporating
pressure to time-varying demand with a good accuracy.

Index Terms— Control design, feedforward, heavy-duty
vehicles, observer, Rankine cycle, waste heat recovery (WHR).

I. INTRODUCTION

IN RECENT years, growing awareness of environmental
and energy issues has steadily driven research and

innovation in the automotive sector. Internal combustion
engines (ICEs) are now much more energy efficient, thanks, in
particular, to the introduction of new architectures (turbocharg-
ing and gasoline direct injection) and to the development of
more and more efficient engine control systems. However,
despite these significant advances in technology, efficiency
of ICE remains limited. Thus, even a modern engine cannot
convert more than 50% of fuel energy into useful work.
The remaining portion is lost through coolants and exhaust
gases [1].

A potential solution to recover this waste heat exists,
especially from the heat sources with the highest temperature
levels: namely, the tailpipe exhaust gases and the exhaust
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Fig. 1. Rankine WHR system layout for automotive application.

gas recirculation circuit, when present. Among the waste heat
recovery (WHR) technologies, compounding the engine with
a Rankine bottoming cycle has been widely considered as the
most promising solution [1].

Rankine systems for WHR in vehicles are based on the same
principle also used for electricity production in most power
plants. A pump circulates a working fluid in a closed loop
where an external source supplies heat, via a heat exchanger
(or a series of exchangers). Vaporized fluid expands in a
turbine or an expander to produce mechanical power. Vapor is
then cooled by a condenser, which transfers heat to an external
cold sink.

Typically, Rankine cycle-based WHR systems for transport
applications can be represented as in Fig. 1. The major
differences with stationary applications lie with the strongly
transient behavior of the hot source and with the limited
cooling potential on board. Both these differences depend on
the driving conditions of the vehicle.

To be viable, these systems must be lightweight and com-
pact. Thus, heating, vaporization, and superheating (SH) of
the fluid usually take place in a single heat exchanger: the
evaporator. In most cases, Rankine systems for automotive
applications are designed to produce electricity via a generator
connected to the auxiliary network and/or an energy storage
system, although produced mechanical power can be used
directly via a mechanical connection to the transmission,
as in [2].

A. Motivation

The WHR systems based on the Rankine thermodynamic
cycle have been the focus of intensive research for road
vehicles over recent years. For example, BMW [3], [4],
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Honda [5], and Ford [6] worked on this topic for cars,
and Cummins [7], Caterpillar [8], Daimler Trucks [9], and
Volvo [10] for trucks. The interest of manufacturers is justified
by announced reductions in fuel consumption ranging from
5 to 10% depending on the system and the driving cycle [11].

As reported in [12], which presents a state of the art on
organic Rankine cycle (ORC) for ICE, most of the research
papers are dedicated to design issues (structure, components,
and working fluid) and to potential assessment (good examples
are [13]–[15]). In addition, although control plays a fundamen-
tal role to enable viability and energy efficiency of Rankine
cycle WHR systems for automotive applications, papers on
control issues are surprisingly a few in numbers.

Despite the development of several Rankine system pro-
totypes for road transport, with a few of them even making
their way to demo vehicles, it is still unclear how viable and
efficient these systems can be in the real-world applications.
In practice, these systems often struggle to attain satisfac-
tory performance over a broad range of operating (transient)
conditions. Eventually, if the heat recovery system has to be
shut down too often and/or it takes too long to attain power
production conditions, expected gains will vanish.

In this context, controlling the working fluid state (namely,
SH and pressure) at the evaporator outlet is a key issue when
controlling an ORC system, as cycle efficiency and system
safety depend on it. This is the focus of this paper.

B. Related Work

In the (scarce) publications for such applications, including
experimental results, the authors systematically put forward
the difficulty of controlling the working fluid state (SH and
pressure) at the evaporator outlet. In addition, as shown in
experimental studies, such as [3], [5], and [16], the control of
Rankine systems for mobile applications is far from trivial.

Endo et al. [5] present a Rankine system for WHR from
a spark ignition engine using water as working fluid and a
volumetric expander to produce electric power. Experimental
results are provided for a decentralized control system com-
posed of two proportional controllers with feedforward.

More recently, the study [3] also presents experimental
results based on a steam Rankine cycle. Here, the main
originality is the use of a first-principle model for computation
of a (static) feedforward on the pump speed.

Global energy management approaches for vehicles’
integrating Rankine systems have also been presented,
namely, in [17] (for a passenger car) and [18] (for a heavy-
duty vehicle), based on the Pontryagin minimum principle.
More recently, [19] addresses the problem of maximizing
the power produced by an ORC on board a diesel-electric
rail car, first offline via dynamic programming, then online
via dynamic real-time optimization. But the experimental
assessment of such (high-level) approaches still requires an
efficient low-level control, allowing to tightly control the
working fluid state at the evaporator outlet.

On the more general topic of ORC for WHR operating with
variable heat sources (not necessarily for transport applica-
tions), Hou et al. [20] and Zhang et al. [21], [22] apply control

strategies based on linear models (Linear Quadratic Regulator
or Model Predictive Control control), validated around one
operating point. Reference [23] deals with the modeling and
control of an ORC on larger operational ranges. However,
the hot source variations used for simulation are much slower
than those observed at the exhaust of an automotive engine,
especially in terms of mass flow rate.

A somewhat richer literature exists on dynamic model-
ing and control of vapor-compression cycles, the reverse of
Rankine cycle [24]–[26]. More particularly, in [27], a solid
approach is presented for multivariable H∞ synthesis.

C. Paper Contribution and Organization

This paper addresses the control design of an ORC with
a kinetic turbine. For this system, a hierarchical and modular
control structure has been designed, implemented, and
validated experimentally on an engine test-bed cell on a heavy-
duty road cycle. First, a baseline strategy for SH regulation
(with the pump mass flow rate as the manipulated variable)
is improved by combining a dynamic feedforward term
to a commonly used gain-scheduled PID approach. The
robustness of the feedforward term computation (based on
model inversion) is demonstrated, allowing an embedded
implementation. Compared with the preliminary version of
this paper presented in [28] and [29], experimental results,
representative of a long-haul truck mission, illustrate here the
enhanced performance in terms of disturbance rejection.

This approach is then extended to the multivariable case,
with the use of the evaporator bypass as an additional actuator,
allowing the tracking of a pressure set point while maintain-
ing the previous SH regulation performances. The proposed
scheme combines an additional nonlinear controller with an
implicit extended Kalman filter (EKF) for wall temperature
estimation. An original contribution lies with the use of the
exhaust bypass to recover the degree of freedom lost, because
the turbine is kinetic and not of the positive-displacement type.

This paper is organized as follows. Section II describes
the main components of the system (actuators and available
sensors) and details the main control requirements. Section III
briefly describes the reference model from which is derived
a nonlinear reduced model for control purpose. The SH
controller is then designed in Section IV and validated with
experimental results. In Section V, a new multivariable control
scheme based on an observer is introduced, and the results
are validated in simulation. Finally, the conclusions are drawn
in Section VI.

II. SYSTEM DESCRIPTION

The system considered here is shown in Fig. 2. It is an
ORC system for a heavy-duty diesel engine using a turbine
for the expansion of the working fluid. A description of the
main system variables follows, using the nomenclature given
in Table I.

A. Inputs–Outputs

Four actuators are available, as shown in Fig. 3.
1) The pump, whose speed Npump allows to control the

working fluid mass flow entering the evaporator. It will
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TABLE I

NOMENCLATURE

Fig. 2. Schematic of the ORC system in the experimental setup.

Fig. 3. ORC system inputs–outputs.

be used to control the SH (defined as the difference
between the fluid temperature and its evaporation tem-
perature) at evaporator outlet.

2) The evaporator bypass Voevap controlling the fraction of
exhaust gas entering the evaporator. It will be used to
control the pressure in the evaporator. The choice of such
a decentralized control for SH and pressure control is
based on two-time-scale considerations (working fluid
dynamics are much faster than wall thermal dynamics).
Hence, as detailed in Section V, SH will be assumed

Fig. 4. Rankine cycle for a dry fluid.

perfectly regulated by pump mass flow, allowing to
encompass the model complexity.

3) The turbine speed Nturb entering the load control system.
In the present case of a kinetic turbine, its influence
on working fluid condition at evaporator outlet can be
neglected while it provides a degree of freedom to
optimize the power production. This optimization is not
within the scope of this paper (the interested reader can
refer to [30] and references therein).

4) The turbine bypass Voturb intended to protect the turbine
from fluid condensation. It will be kept open as long as
fluid condition at evaporator outlet is not safe for the
turbine while it should be kept closed during production
mode. Hence, it will be used as an ON–OFF actuator.

As shown in Fig. 3, measurements of the pressure–
temperature pairs (p, T ) between each component are avail-
able (corresponding to the corner points 1, . . . , 4 of the
thermodynamic cycle in Fig. 4). The available measurements
can be used to estimate key output variables, such as SH,
subcooling, or enthalpy, from fluid thermodynamic properties.

Respecting exhaust gas conditions, the temperature Texh is
measured while an estimation of the mass flow ṁexh is
provided by the engine control unit.



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

4 IEEE TRANSACTIONS ON CONTROL SYSTEMS TECHNOLOGY

By contrast, no sensors are available inside the heat
exchangers. In particular, the temperature of the wall is not
measured.

B. Control Requirements

The main objective of the supervision and control system is
to maximize the production of electric energy during vehicle
usage, in the presence of variations in engine exhaust gas
conditions.

This objective can be addressed by a two-level closed-loop
control strategy [19], [23], where a real-time optimization
provides (optimal) set points to the low-level controller, which
computes the control values. This paper focuses on the evapo-
rator outlet pressure and SH low-level controllers required by
the supervisory control proposed in [19] for a diesel-electric
railcar, which could also be applied to the present case study.

Even without the optimization layer (in which case the
set point can be chosen constant), the proposed low-level
controller remains relevant as it ensures system safety. Indeed,
several output constraints must be satisfied, in particular,
at the evaporator outlet, to protect the turbine from fluid
condensation (requiring the SH to be strictly positive), and
to avoid an unsafe pressure level.

III. MODELING

This section describes the modeling of the ORC components
needed to predict the fluid state at evaporator outlet (char-
acterized by the pressure p and SH values) during nominal
operation, that is, when superheated vapor feeds the turbine.
A reduced model is then presented, for control design.

A. Evaporator Model

In systems, implementing the Rankine thermodynamic
cycle, the working fluid enters the evaporator in a liquid
state and exits in a superheated vapor state. A classic 1-D
representation of heat exchangers (along the fluid displacement
direction z) is given by mass and energy balances for the fluid
and the wall [31]. The evolution of fluid and wall variables—
namely fluid mass flow ṁ, specific enthalpy h, pressure p, and
wall temperature Tw—is then described by
⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

V f

L

∂ρ

∂ t
+ ∂ṁ

∂z
= 0

V f

L

∂(ρ h)

∂ t
− V f

L

∂p

∂ t
+ L

∂ṁ

∂z
= S f

L
α f (Tw − T f )

cwρwVw
∂Tw

∂ t
= S f α f (Tw − T f ) + Swαexh(Texh − Tw)

(1)

where V f , Vw, S f , and Sw are (constant) design parameters.
Density ρ and temperature T f of the fluid are nonlinear maps
of p and h. Texh, representing the exhaust gas temperature, is
considered as a time-varying input for the evaporator model.
αexh (resp. α f ) is the heat exchange coefficient between the
wall and the exhaust gas (resp. the working fluid). Notice
that the above model is a system of three coupled nonlinear
partial differential equations. Such a representation is difficult

Fig. 5. MBs layout for the evaporator.

to deal with for control and estimation purposes. Therefore, a
discretization of system (1) is used.

Among the methods for discretization of system (1), the
use of moving boundaries (MBs) results in a relatively low
order model. As shown in Fig. 5, the MB model monitors
the length of each fluid phase along the evaporator: the
normalized zone lengths L1, L2, and L3 track the liquid, two
phase and vapor zones, respectively. Fluid and wall dynamics
are then captured by the seven state variables (Tw,1, Tw,2,
Tw,3, L1, L2, h3, and p). A more detailed representation
of this model may be found in [31]. In the following, it
is referred as the reference model that will be used for
simulation purposes in Section V-D.

In an ORC (that is with a dry working fluid [32]), the
fluid enters the condenser in a vapor state and exits in a
liquid state or in a two-phase state depending on the cooling
conditions and on the pressure imposed by the tank, acting as a
separator. Applying the MB approach to the low-pressure (LP)
part of the circuit generally yields a high-order hybrid model
(the number of states changes depending on fluid conditions
at the condenser outlet). However, as it will be justified in
Section III-C, condenser modeling is not necessary for our
control purposes.

B. Pump and Turbine Models

Since pump and turbine dynamics are very fast compared
with exchanger dynamics, they are modeled by algebraic
equations. The (positive displacement) pump produces a mass
flow rate proportional to its rotational speed

ṁpump(t) = ρpump(t)ηpump Vpump Npump(t) (2)

where its volumetric efficiency ηpump can be considered con-
stant in nominal conditions. At the evaporator outlet, the
fluid in a vapor state expands through the turbine nozzle.
For nominal mass flow rate values, the fluid then reaches
supersonic speeds that allows to neglect the influence of the
outlet pressure [33]

ṁevap,out(t) = Cd Sturb

√
2ρ(pevap,out(t), SH(t)) pevap,out(t)

(3)

where Sturb is the turbine orifice equivalent area and Cd is the
discharge coefficient.
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C. Nonlinear Control-Oriented Model

Designing a controller based on a full model of the Rankine
cycle proves a complex and challenging problem. In the
literature, model-based control generally copes with the com-
plexity of a reference model, such as the one described earlier,
by linearization around an operating point [34] or a set of
operating points [35]. However, [3] and [36] underline the
need of considering the nonlinear behavior of the Rankine
system for control design, as its static gains and response times
strongly vary with the operating conditions. Reference [37]
attempts to cast the evaporator control problem for a similar
system (a vapor-compression cycle for refrigeration) in a linear
parameter varying framework; this approach is made very
difficult by the large number of scheduling variables involved.

Here, a two-time-scale dynamic behavior is assumed where
wall temperatures capture the slow dynamics. Moreover, only
the high-pressure (HP) parts of the ORC will be used (which
includes the pump, the evaporator, and the turbine).

Indeed, expression (3) outlines that the effect of fluid
conditions at the turbine outlet can be neglected. Furthermore,
the thermal inertia of the tank slows down the variations of
pump inlet temperature. Such considerations allow to decouple
the HP part of the cycle from the LP part (which includes the
condenser and the tank). Evaporator inlet working fluid tem-
perature T f,in is then considered as a (measured) disturbance
for the HP part.

The model can be further reduced assuming the fluid to
be at thermodynamic equilibrium. For a steam Rankine cycle,
[36] shows that slow evaporator dynamics are due to wall
temperatures and that a third-order model can be effectively
used for disturbance rejection.

The reduced model of the evaporator is derived from the
physical equations given in the following. To simplify nota-
tions, all the subscripts of variables relating to the evaporator
are dropped.

1) Working Fluid Mass Balance: Assuming working fluid
at a steady state leads to consider a homogeneous mass flow
(denoted by ṁ in the following) along the evaporator equal to
the pump mass flow

ṁin,i (t) = ṁout,i (t) = ṁpump(t), i = 1, . . . , 3.

2) Working Fluid Energy Balance: Energy balance equilib-
rium for working fluid is written for each of the three zones
(indexed by i )

0 = ṁ(t) (hin,i (t) − hout,i (t)) + Q̇ f,i (t) Li (t) (4)

where

Q̇ f,i (t) = S f αi (Tw,i (t) − T f,i (t))

represents the heat transfer from wall and S f is the wall–fluid
exchange area. T f,2 (the two-phase zone temperature) is the
evaporation temperature that only depends on pressure. The
liquid zone temperature can be computed as the average of
evaporator inlet temperature and boiling temperature

T f,1(p(t), t) = 0.5 T f,in(t) + 0.5 Tf,2(p(t)).

The vapor zone temperature is expressed according to the SH
value

T f,3(p(t), SH(t)) = T f,2(p(t)) + 0.5 SH(t).

Notice that a (constant) coefficient αi is chosen for each
zone, reflecting significant differences in heat transfer effi-
ciency induced by the working fluid conditions.

3) Wall Energy Balance: Wall energy balance yields the
following (dynamic) equation for each zone:

mw cw
dTw,i

dt
= Q̇exh,i (t) − Q̇ f,i (t) (5)

where

Q̇exh,i (t) = ṁexh(t) cexh

[

1 − exp

(

− αexh Sexh

ṁexh(t) cexh

)]

× [Texh(t) − Tw,i (t)]
represents the heat transfer from exhaust gas and Sexh is the
wall–exhaust gas exchange area.

4) Differential Algebraic Equation System: The above-
mentioned equations are completed by interface equations.
Fluid enthalpies and mass flows at the inlet of zones 2 and 3
correspond to those at the outlet of zones 1 and 2, that is

hin,i+1(t) = hin,i (t), i = 1, 2.

For the two-phase zone, inlet and outlet enthalpies correspond
to saturation values

hin,2(p(t)) = hl(p(t)), hout,2(p(t)) = hv (p(t))

where hl and hv are, respectively, the saturated liquid enthalpy
and the saturated vapor enthalpy that, therefore, only depend
on pressure. Eventually, balance and interface equations form
a differential algebraic equation (DAE) system with three
dynamic states (Tw,1, Tw,2, and Tw,3).

Remark 1: Notice that the above model is only relevant for
nominal conditions as it does not handle the problem when
one or two zones do not exist (during start–stop operations).
However, the model-based controller detailed in Section IV
will be completed to manage start–stop procedures. Details
on this overall strategy will be given in Section IV-B.

In the case of a positive-displacement expander, the addi-
tional degree of freedom yields an explicit system, and a model
inversion can be computed analytically, allowing effective
tracking of pressure at evaporator outlet [36]. In Section IV,
this inversion-based approach will be adapted to the case of a
kinetic turbine and will be used to analyze the robustness of
its computation scheme.

IV. SUPERHEATING CONTROL

In this section, the objective is to design a controller of
the SH at the evaporator outlet. Effective SH control is a key
issue when controlling an ORC system, as cycle efficiency and
turbine safety depend on it. As pointed out in [38], SH must be
kept as low as possible to ensure good ORC efficiency when
using high molecular weight organic fluids. But, SH must
always remain positive to prevent the formation of droplets
that could damage the turbine.
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Fig. 6. Controller with inverse of the nonlinear control-oriented model in
the feedforward path.

Fig. 7. SH–Npump pair identification on two different operating points, using
under damped second-order transfer functions.

In a nominal mode, when power is produced, the expander
bypass is closed (for the sake of efficiency) and only one actu-
ator is fast enough to tightly control SH at evaporator outlet:
the pump speed Npump or equivalently, from relation (2), the
pump mass flow rate ṁpump.

The ORC system considered has a second (slower) actuator,
the exhaust bypass, which can be used to reduce the hot gas
enthalpy flow rate so as to limit the pressure in the circuit. This
slower control loop, detailed in Section V, acts as a disturbance
to the faster SH control loop.

A. Nonlinear Inversion-Based Control

The SH control scheme is described in Fig. 6. The focus is
on improving the baseline control strategy using a model-based
approach. The improvements come from an extensive system
identification campaign, which allows model-based tuning
of PID controllers and, more particularly, from a dynamic
feedforward term computed from a nonlinear reduced model
of the HP part of the system.

1) Feedback Controller: Input–output dynamics are identi-
fied at different operating points via a set of linear models. The
good fitting obtained with damped second-order transfer func-
tions (see Fig. 7) justifies the use of a gain-scheduled PID con-
troller (and not just a PI) in the feedback path. PID controllers
are tuned with the well-known internal model control (IMC)

method (more details on IMC method can be found in [39]).
Following the gain scheduling idea presented in [27] in the
context of an air conditioning system, the feedback control
value is finally obtained by a linear interpolation of these local
controllers, using the pressure value as a scheduling variable.

2) Inverse Reduced Model: The evaporator model derived in
Section III-C is merged with the nozzle mass flow equation (3)
and inverted to be used in the feedforward path for disturbance
rejection. Evaporator mass flow computed from this reduced
model then constitutes the feedforward part ud of the control
input (see Fig. 6), as detailed thereafter.1

Notice that, among the disturbances appearing in the
model and which can be gathered into the vector d =
[Texh ṁexh T f,in]T , Texh and T f,in are measured, while an
estimation of ṁexh is provided by the engine control unit.

Providing that pressure p is known, the dynamic part of
the resulting system is described by the following (explicit)
system:
⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

dTw,1

dt
= −β1(Tw,1 − T f,1(p, d)) − ηexh(Tw,1 − Texh)

dTw,2

dt
= −β2(Tw,2 − T f,2(p)) − ηexh(Tw,2 − Texh)

dTw,3

dt
= −β3(Tw,3 − T f,3(p, SH)) − ηexh(Tw,3 − Texh)

(6)

where

βi = S f αi

mw cw
, i = 1, . . . , 3

ηexh = ṁexhcexh

mw cw

[

1 − exp

(

− αexh Sexh

ṁexh cexh

)]

while p can be computed from the (implicit) algebraic part
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ṁ = Cd Sturb
√

2ρ(p, SH) p

L1 = ṁ
hl(p) − hin(d))

S f α1 (Tw,1 − T f,1(p, t))

L2 = ṁ
hv (p) − hl(p)

S f α2 (Tw,2 − T f,2(p))

L3 = ṁ
hout(p, SH) − hv (p)

S f α3 (Tw,3 − T f,3(p, SH))

L1 + L2 + L3 = 1.

(7)

In order to ensure that a robust implementation of the
controller is possible, the implicit system (7) needs to be
analyzed. This is done in Proposition 1 that applies for the
physical domain defined in Assumption 1. For the sake of
simplicity, SHSP will be assumed constant and equal to 30 K
in the following, but the results remain valid for any other
strictly positive values of the SH.

Assumption 1: The following physical constraints are
fulfilled:

p < pmax (8a)

T min
f,in < T f,in < T max

f,in (8b)

T f,i < Tw,i , i = 1, 2, 3 (8c)

1In the following, the implicit time dependencies are dropped for
compactness.
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where pmax, T min
f,in , and T max

f,in are positive constants, character-
izing the nominal conditions for the working fluid.2

Remark 2: The physical constraints (8a) and (8b) imposed
by Assumption 1 are satisfied for the considered system and
working fluid in normal conditions (larger pressures or inlet
temperatures do not match safety conditions and/or efficiency
considerations and would lead to system shutdown by the
control system supervisor).

On the other hand, the physical constraint (8c) means that
the fluid is heated by the wall. This might not be verified
during start–stop operations. However, under nominal condi-
tions (for which the control law is designed), none of these
conditions is restrictive.

Proposition 1: Consider the algebraic system (7) applied to
the working fluid R245fa, and assume that Assumption 1 holds
for the following operation conditions:

pmax = 25 bar, T min
f,in = 10°C, T max

f,in = 40°C.

Then, the residual function ϕ defined by

ϕ = 1 − L1 − L2 − L3

is strictly decreasing with respect to p, i.e., (∂ϕ/∂p) < 0.
The proof of Proposition 1 is postponed to the Appendix.
Finally, since ϕ decreases monotonically with p, one can

numerically solve (7), e.g., by a bisection method, ensuring
a robust (inline) implementation of the controller. In other
words, given a disturbance vector d and a state vector Tw com-
puted by the integration of the (stable) equation system (6),
one can compute the corresponding pressure value p. The
feedforward part ud is then deduced from the nozzle mass
flow equation

ud = Cd Sturb
√

2 ρ(p, SH) p.

Eventually, the pump mass flow ud is transposed into a pump
speed control signal assuming the linear relation (2).

B. Experimental Results

In this section, experimental results demonstrate that the
dynamic feedforward allows significant gains in performance
when coupled to the commonly used PID approach for SH
regulation. Experimental validation was performed by means
of the Rankine system plugged on a heavy-duty diesel engine
shown in Fig. 8.

1) SH Regulation Performance: In Fig. 9, we compared
the two control strategies (with or without feedforward), for
the same variations of exhaust gas conditions. These transient
profiles [Fig. 9(a)] have been obtained by varying engine
torque and speed in order to compare the two strategies on
a large panel of operating conditions.

The feedforward action demonstrates significant perfor-
mance improvements [Fig. 9(c)]. Indeed, the maximum error
(SH−SHSP|) is only about 1.9 K in this case compared
with about 10 K without feedforward. Notice that this would
allow to reduce considerably the SH set point, thus increasing
cycle efficiency, while keeping the same safety margins during
power production [38].

2The numerical values considered for this application (namely for the
organic fluid R245fa) are specified in Proposition 1.

Fig. 8. Picture of the Rankine system plugged on a heavy-duty diesel engine.

2) SH Regulation on a Representative Heavy-Duty Road
Cycle: The SH controller detailed in Section IV-A (designed
for nominal conditions) must be complemented to manage
start–stop procedures. The considered supervision structure for
the Rankine pilot process is similar to that described in [40].
For the sake of completeness, safety and management modes
used during the experiment are detailed in the following.

1) Stop: This mode is maintained as long as the exhaust gas
is not hot enough. Evaporator bypasses the evaporator
and pump speed is brought to zero.

2) Cold Idle: Exhaust gas enters the evaporator while pump
circulates fluid at a constant mass flow (open loop).

3) Hot Idle: This mode is enabled when superheated vapor
appears at the evaporator outlet (SH>0). The SH control
scheme described in Fig. 6 is then used (closed loop).

4) Nominal Mode: This mode is enabled when SH is
steady and large enough to ensure turbine safety. Power
production is then possible.

This control strategy is finally validated on a realistic
exhaust conditions profile, corresponding to a heavy-duty road
cycle (Fig. 10). SH is tightly controlled along the entire
duration of the cycle (lasting over 50 min), demonstrating the
robustness of the proposed controller. Moreover, thanks to an
early stabilization of the SH, the nominal mode is enabled
during most of the experiment, thus creating the conditions
for continuous power production [Fig. 10(c)].

Notice that to ensure a safe pressure level in the circuit, the
evaporator bypass was used to limit the hot gas enthalpy flow
rate [Fig. 10(a)].

This heuristic use of the bypass, which does not consider
the system dynamics, presents two main drawbacks. First,
the hot gas flow may be restricted abruptly in response to
increases in engine load. Second, it does not allow the tracking
of a varying pressure set point, which may be required by
an overall Rankine system supervisor (for instance, in the
presence of limited cooling capacities, see [19]).

This trajectory-tracking problem is addressed in
Section V.
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Fig. 9. Experimental result. Dynamic inverse model improve SH control.
(a) Disturbances (exhaust gas conditions). (b) Control performance:
PID (alone). (c) Control performance: PID with dynamic inverse model in
feedforward path.

V. PRESSURE CONTROL

A. Problem Formulation

In Section IV, it was experimentally shown that a nonlinear
model-based monovariable control approach is more efficient
than the commonly used PID approach for SH regulation.
In this section, this approach is extended to the multivari-
able case, with the use of the evaporator bypass as a sec-
ond actuator, which also allows the tracking of a pressure
set point while ensuring a safe level for SH. Interestingly,
despite the importance of this bypass, which is mandatory for

Fig. 10. Experimental result. Validation on a realistic profile of exhaust
gas conditions. (a) Measured disturbances for the SH control. Working fluid
temperature T f,in at evaporator inlet and exhaust gas conditions (temperature
Texh and mass flow ṁexh,evap entering the evaporator). (b) SH is tightly
controlled (using the pump speed Npump) while a safe pressure level is
ensured. (c) Automatic startup system achieves nominal operating conditions
in about 1 min.

safety reasons, only heuristic control approaches have been
reported [3], [33].

Now, let us consider that the output of the system is
y = [y1 y2]T = [SH p]T (corresponding to the working
fluid state at evaporator outlet) and the dynamic state is
Tw = [Tw,1 Tw,2 Tw,3]T in accordance with the reduced
model derived in Section III-C. In what follows, the fraction
of exhaust gas entering the evaporator is assumed to be
proportional to the valve position Voevap. Consequently, the
chosen control vector is u = [u1 u2]T = [ṁ ηexh]T where the
new second manipulated variable is

ηexh = Voevap
ṁexh cexh

mw cw

[

1 − exp

(

− αexh Sexh

Voevapṁexh cexh

)]

.
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Fig. 11. Proposed closed-loop structure for control of SH and p. Observer
feeds state estimation to model-based controller.

Rather than choosing the valve position as a control variable,
the selection of ηexh allows to obtain a system affine in the
control as it is shown in the following.

This two-input two-output control problem is treated in two
steps, assuming a two-time-scale dynamic behavior. First, the
control design proposed in Section IV-A is used to regulate the
SH y1 with pump mass flow u1. Indeed, experimental results
in Section IV-B have shown that a control based on a gain-
scheduled PID with a dynamic feedforward allows a tight SH
regulation even in the presence of fast transient conditions
on exhaust gas. Then, a second nonlinear controller for the
pressure y2 will be designed that assumes that the (fast) SH
dynamics are perfectly regulated.

As it can be noticed, the proposed control requires the
knowledge of all system states (i.e., Twi measurements).
To overcome this problem, in Section IV, an open-loop model
was used for the estimation of needed states. In the following,
instead of the open-loop model, an observer is proposed for
the state vector estimation, which will improve the robustness
of the closed loop against model uncertainties. The control
scheme described in Fig. 6 is taken up and completed, as
shown in Fig. 11.

Assuming that the pump mass flow is fixed by the value
of SH, system (6) and (7) can be rewritten in the following
implicit form:

⎧
⎪⎪⎨

⎪⎪⎩

dTw

dt
= f (Tw, p, d) + u2 g(Tw, d)

ϕ(Tw, p, d) = 0

y = p

(9)

where

f (Tw, p, d) =
⎛

⎝
β1 (T f,1(p, d) − Tw,1)
β2 (T f,2(p) − Tw,2)
β3 (T f,3(p) − Tw,3)

⎞

⎠

g(Tw, t) =
⎛

⎝
Texh − Tw,1
Texh − Tw,2
Texh − Tw,3

⎞

⎠ (10)

with

βi = S f αi

mw cw
, i = 1, . . . , 3

and

ϕ(Tw, p, d) = 1 − (L1 + L2 + L3)

with

L1 = u1
hl(p) − hin(d)

S f α1 (Tw,1 − T f,1(p, d))

L2 = u1
hv (p) − hl(p)

S f α2 (Tw,2 − T f,2(p))

L3 = u1
hout(p) − hv (p)

S f α3 (Tw,3 − T f,3(p))
.

In what follows, the main focus will be on the design of the
above-mentioned observer and pressure controller, based on
system (9).

B. Control Design

From Proposition 1, (∂ϕ/∂p) < 0 for all (Tw, p, d) in the
physical domain defined by Assumption 1. Hence, (∂ϕ/∂p)−1

is well defined on this domain, and the implicit model given
by system (9) can be transformed [41] into an ordinary
differential equation system

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

dTw

dt
= f (Tw, p, d) + u2 g(Tw, d)

dp

dt
= −

(
∂ϕ

∂p
(Tw, p, d)

)−1 ∂ϕ

∂Tw
(Tw, p, d)

× [ f (Tw, p, d) + u2 g(Tw, d)]
y = p

(11)

where

∂ϕ

∂Tw
(Tw, p, d) = SturbCd

√
ρ(p)p

×

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝

hl(p) − hin(d)

S f α1(Tw,1 − T f,1(p, d))2

hv (p) − hl(p)

S f α2(Tw,2 − T f,2(p))2

hout(p) − hv (p)

S f α3(Tw,3 − T f,3(p))2

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠

. (12)

Notice that the above system is affine in the control u2.
The feedback controller introduced in Proposition 2 takes
advantage of this structure.

Proposition 2: Let k be a positive real number, then the
control3

u2 = −ϕT
Tw

f (Tw, p, d) + k(pSP − p)

ϕT
Tw

g(Tw, d)
(13)

asymptotically stabilizes p to the set point pSP for all
(Tw, p, d) in the physical domain defined by Assumption 1.
Moreover, the input u2 and the states of system (9) remain
bounded.

In order to prove Proposition 2, Lemma 2 is needed.
Lemma 1: For every T f,i (i = 1, . . . , 3), Texh bounded and

for the input u2, which takes values in some bounded set
U ⊂ R

+, the solution Tw of system

dTw

dt
= f (Tw, p, d) + u2 g(Tw, d) ∀ Twi (t0) ∈ R+ (14)

3To simplify the presentation, the following notations are used : ϕp =
(∂ϕ/p)(Tw, p, d) and ϕTw = (∂ϕ/Tw)(Tw, p, d).
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is uniformly bounded with respect to t in R+, i.e., system (11)
is bounded-input bounded-output (BIBO) stable.

In the following, we first start with the proof of Lemma 1;
then the proof of Proposition 2 will be given.

Proof (Lemma 1): Considering the positive definite
quadratic function V (Twi ) = T 2

wi/2, the derivative of V along
the trajectories of the dynamical system (14) is given by

dV

dt
= Tw,i (βi (T f,i − Tw,i ) + u2(Texh − Tw,i ))

= −T 2
w,i (βi + u2) + Tw,i (βi T f,i + u2Texh)

≤ −2aV + b
√

2V

≤ −√
V (2a

√
V − b

√
2) (15)

where a = inf(βi + u2) and b = sup(βi T f,i + u2Texh). Notice
that a and b are strictly positive and bounded. From (15),
it can be deduced that (dV /dt) is strictly negative for Tw,
such that {|Tw,i | > b/a, i = 1, . . . , 3}. Hence, solu-
tions starting from the set {V (Tw,i ) ≤ (b/a)2/2} at an
initial time t0 remain there for t > t0, and system (11) is
BIBO stable. �

Proof (Proposition 2): Let u2 be defined as in (13). Since
Assumption 1 holds, u2 is bounded. Then, the second equation
of system (11) becomes

dp

dt
= −kϕ−1

p (pSP − p). (16)

Moreover, from Proposition 1, it is deduced that ϕp < 0.
So, obviously, pressure dynamics in (16) are asymptotically
attracted by pSP. �

Notice that the proof of the asymptotic stability assumes that
the model is perfect. In practice, parameter k in the control
design (13) will be chosen sufficiently large to deal with model
uncertainties.

C. Observer Design

The problem of wall temperature estimation was addressed
by Luong [42], where he proposed to apply an EKF on the MB
reference model described in Section III-A. Unfortunately, the
limits of computational resources, particularly, stringent in an
embedded context, prevent the use of such a complex model.
Therefore, in what follows, an observer based on the reduced
model is designed.

Let us consider the class of implicit system of the following
form, which includes system (9):

⎧
⎪⎨

⎪⎩

ẋ = F(x, z, u)

�(x, z) = 0

y = h(x, z)

(17)

where y ∈ R
p , u ∈ U ⊂ R

m , (x, z) ∈ R
n × R

d , F , h, and
� = (�1, . . . ,�d )T are assumed to be sufficiently smooth
with respect to their arguments, and

∂�

∂z
(x, z) is of full rank ∀(x, z) ∈ M (18)

where M is the set of zeros of �

M = {(x, z) ∈ R
n × R

d , s.t. �(x, z) = 0}. (19)

For the implicit system of index 1 (17), Nikoukhah [43] has
designed an implicit observer described by a dynamic system
coupled with an optimization problem permitting to solve the
algebraic constraint at each time instant.

Definition 1: An implicit observer for system (17), which
converges for every input u ∈ U, is a dynamical system of the
form

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

dx̂

dt
= F̂(x̂, ẑ, l, y, u)

dl

dt
= L(l, u), l ∈ O is an open subset of R

k

�(x̂, ẑ) = 0

(20)

such that for every u ∈ U, the following holds.

1) ∀l(0) ∈ O, the trajectory (l(t))t≥0 lies into a compact
subset of O.

2) ∀r > 0; ∀(x(0), z(0)) ∈ M; ∃r ′ > 0; ∀(x̂(0), ẑ(0))) ∈
M, ‖(x̂(0) − x(0), ẑ(0) − z(0))‖ < r ′ implies ‖(x̂(t) −
x(t), ẑ(t) − z(t))‖ < r , for all t ≥ 0.

3) ∀(x(0), z(0)) ∈ M; ∀(x̂(0), ẑ(0))) ∈ M,
limt→+∞ ‖(x̂(t) − x(t), ẑ(t) − z(t))‖ = 0.

Here, conditions 1) and 2) ensure the stability of the observer,
and condition 3) guarantees its convergence.

Based on this definition and using the notations z = p and
x = Tw with (Tw, p) ∈ R

3 × R and y = p, the gain l(t) is
given by a Riccati equation, and an implicit EKF for system (9)
is given by [43]–[45]

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

dT̂w

dt
= f (T̂w, p̂) + u2 g(T̂w, p̂) − SCT R−1( p̂ − p)

ϕ(T̂w, p̂) = 0
d S

dt
= AS + S AT − SCT R−1CT S + Q

S(0) = S(0)T > 0

(21)

where Q is a constant symmetric positive definite matrix,
R is a real positive constant, and

A = ∂( f + u2 g)

∂Tw

∣
∣
∣
(T̂w, p̂,d)

, C = ϕ−1
p ϕT

Tw
.

D. Simulation Results

To demonstrate the effectiveness of the control structure
described in Fig. 11, this section presents a set of simulation
results4 with realistic operating conditions. After the observer
validation, the controller is tested on the seven-state DAE
reference model described in Sections III-A and III-B, showing
remarkable robustness in the presence of model uncertainties.

1) Observer Validation: Observer (21) performance in
the presence of measurement noise is shown in Fig. 12.
System simulation is conducted under transient conditions.
Observer (21) is initialized with initial conditions different
from the reference model. The states of the observer are
found to converge faster to their target values than the states
of the open-loop model, if they both start with the same
initial conditions. Moreover, the observer provides an efficient

4Notice that the experimental setup was not available when this part of the
study was conducted.
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Fig. 12. Simulation results under varying inlets. Reference model
(solid lines), observer (dashed lines), and reference model with observer initial
conditions (dotted lines).

Fig. 13. Zoomed-in pressure plot of Fig. 12.

filtering of pressure measurement (Fig. 13) that will be useful
to the control feedback.

2) Closed-Loop Control Assessment: Experimental data of
exhaust gas conditions collected from the heavy-duty road
cycle [Fig. 10(a)] were used to evaluate the closed-loop
performances under realistic conditions. Moreover, in order
to assess the robustness of the control, errors were introduced
on two main model parameters: an error of 10% on the heat
exchange coefficient between exhaust gas and evaporator wall,
and of 20% on the wall volume.

Fig. 14 presents estimation results. The unmeasurable states
of the reference model and their estimations are compared.
Due to the model parameters errors, estimations do not con-
verge exactly to their target values. But they still provide
representative values, especially during fast transient periods.

Figs. 15 and 16 validate control capability to regulate the
process output SH to its set point SHSP, despite fast transients
on exhaust conditions and dramatic variations of pressure.
A tight pressure set-point tracking is also demonstrated as
long as exhaust gas heat flow is sufficient. Indeed, in the
time interval between 1400 and 1800 s, pressure set point—or

Fig. 14. Estimation (dashed lines) of reference model unmeasurable states
(solid lines).

Fig. 15. Pressure set point pSP tracking and SH regulation around SHSP.

Fig. 16. Evolution of the two controlled actuators. The pump speed Npump
and the evaporator bypass Voevap (when Voevap = 1, all the exhaust gas enters
the evaporator).

equivalently, power production demand—cannot be satisfied
due to insufficient exhaust gas heat flow.

Notice that, in this simulation, an arbitrary pressure set-
point trajectory was used to illustrate the tracking capability
of the low-level control, without attempting any direct WHR
optimization. However, the proposed scheme opens up the
possibility to implement a two-level closed-loop control strat-
egy [19], [23], where an energy management system would
provide optimal set points to the above-described low-level
controllers. Indeed, in the context of transport applications, due
to limited cooling capacities [4], [10], it cannot be assumed
that the optimal strategy is to minimize the exhaust bypass.

Finally, to emphasize the benefits of the observer, a second
simulation is conducted where state estimation is performed
via an open-loop model. Fig. 17 compares the resulting
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Fig. 17. SH regulation error (SH−SHSP) with observer (solid blue line) and
with state estimation performed by an open-loop model (dashed green line).

SH regulation performance: the maximum error is more than
8 K in this case, while it is about 5 K when the observer is
used. Thus, observer was found to improve the robustness of
the model-based control strategy. This would allow to reduce
the SH set point and thus, once again, increase cycle efficiency
while keeping the same safety margins.

VI. CONCLUSION

Effective SH control is a key issue when controlling an
ORC system for engine WHR. In this paper, the control design
for an ORC with a kinetic turbine has been presented and
assessed.

The baseline strategy for SH regulation was improved
by combining a dynamic feedforward term to a commonly
used gain-scheduled PID approach. The robustness of the
feedforward term computation (based on model inversion)
has been demonstrated, allowing a real-time implementation.
Experimental results, representative of a long-haul truck
mission, illustrate the enhanced performance in terms of
disturbance rejection.

This approach has been extended to the multivariable
case, with the use of the evaporator bypass as an additional
actuator, providing the possibility to track a second variable
(a pressure set point) while maintaining the previous SH
regulation performance. The proposed scheme combines an
additional nonlinear controller to an implicit EKF for wall
temperature estimation. This opens up the possibility to
implement a two-level closed-loop control strategy [19], [23],
where an energy management system would provide set
points to a low-level controller.

Future work will be directed toward the experimental
assessment of the overall strategy, combining the low-level
controller proposed herein with the above-mentioned energy
management system.

APPENDIX

PROOF OF PROPOSITION 1

Since ϕ = 1 − L1 − L2 − L3, to prove that (∂ϕ/∂p) < 0,
it suffices to prove the following conditions:
1) (∂L3/∂p) > 0, 2) (∂L2/∂p) > 0, 3) (∂L1/∂p) > 0.

1) From the algebraic system (7), the following equation
is deduced:

L3 = N3

D3

with

N3 = Cd Sturb(2ρ(p, SH) p)1/2[hout(p, SH) − hv (p)]
D3 = S f α3 [Tw,3 − T f,3(p, SH)].

Fig. 18. Functions N1, N2, and N3 increase with pressure p, for the
considered working fluid R245fa and SH = 30 K .

Hence, (∂L3/∂p) is strictly positive if the condition

(∂ N3/∂p) D3 − N3 (∂ D3/∂p) > 0

holds. Since, in the superheated vapor condition, the
enthalpy hout at the evaporator outlet is greater than
the saturation enthalpy hv , and it comes that N3 > 0.
Also, the temperature T f,1 increases with the pres-
sure p, yielding (∂ D3/∂p) < 0. Moreover from (8c)
of Assumption 1, D3 > 0. Finally, Fig. 18(a) shows
that (∂ N3/∂p) > 0 for the considered pressure range.
So (∂L3/∂p) > 0.

2) We have

L2 = N2

D2

with N2 = Cd Sturb(2ρ(p, SH) p)1/2[hv (p) − hl(p)]
and D2 = S f α2 [Tw,2 − T f,2(p, t)]. From similar
arguments than in 1), it can be deduced that N2 > 0,
(∂ D2/∂p) < 0, and D2 > 0. Finally, Fig. 18(a) shows
that (∂ N2/∂p) > 0. So (∂L2/∂p) > 0.

3) We have

L1 = N1

D1

with N1 = Cd Sturb(2ρ(p, SH) p)1/2[hl(p) − hin] and
D1 = S f α1 [Tw,1 − T f,1(p, t)]. From similar arguments
than in 1), it follows that N1 > 0, (∂ D1/∂p) < 0, and
D1 > 0. Notice that the working fluid temperature T f,1
also depends on the (disturbance) value of the working
fluid temperature at evaporator inlet. Finally, Fig. 18(b)
shows that (∂ N1/∂p) > 0 for considered pressure and
disturbance range. So (∂L2/∂p) > 0.
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