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ABSTRACT. The skeletal isomerization of alkenes catalyzed by zeolites involves secondary 

and tertiary carbenium ions which respective reactivity cannot be easily assessed by standard 

theoretical approaches. Thanks to ab initio molecular dynamics, starting from 4-methyl-hex-

1-ene (a monobranched C7 alkene), we identify and compare two mechanistic routes for 

skeletal isomerization: (i) a type B isomerization transforming a secondary carbenium into a 

tertiary carbenium (conventional route), (ii) a two steps route involving an intramolecular 1,3 

hydride-shift producing a tertiary carbenium, followed by a type B isomerization between 

two tertiary carbenium ions. We find that in the case of the secondary cation, the relevant 

species from a kinetic point of view is the corresponding π-complex. The transition states 

found for type B isomerization reactions are edge-protonated cyclopropanes (edge-PCP) 

which exhibit similar stabilities and structures. The transition state for the 1,3 hydride shift is 

an edge-type PCP with one elongated C-C bond that is more stable than the one found for 

type B isomerization. From this analysis, we deduce relevant kinetic constants and quantify 

the respective contribution of both pathways to the global reaction rate. Although the 

secondary carbenium ions are poorly stable species, we show that they can hold a significant 

part of the reaction flux. We finally discuss in details our kinetic and mechanistic insights 

with previous kinetic modelling data reported in the literature.  

KEYWORDS. zeolite, ab initio molecular dynamics, protonated cyclopropane, kinetics, 

hydroisomerization  
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1. INTRODUCTION 

Zeolite-catalyzed isomerization and cracking reactions of alkenes are core transformations 

in hydrocarbon chemistry. Many reactions in refining,
1,2

 petrochemistry
2,3

 and biomass 

conversion
4–6

 involve alkene skeletal isomerization steps. In hydrocracking of alkanes, for 

example, bifunctional catalysts are required, with a (de)hydrogenation function on a noble 

metal or a metallic sulfide and an acidic function (of the Brønsted type) provided by zeolites 

or amorphous silica-aluminas.
7
 Alkenes are protonated on the acid sites of the catalyst before 

the isomerization and cracking take place. By analogy with conventional organic chemistry, 

general mechanisms are written with carbenium ions (or classical trivalent carbocations) and 

carbonium ions (or tetra- or pentacoordinated non-classical carbocations) playing the role of 

reactive intermediates or of transition states.
2,7–10

 In super-acidic media, it is well-known that 

secondary carbenium ions are less stable than tertiary carbenium ions.
11

 The only carbenium 

ions detected experimentally in zeolites are highly resonant tertiary cations.
12,13

 The first 

direct evidence of the existence of the shorter tert-butyl cation was reported very recently.
14,15

 

In pioneering calculations, carbenium ions were considered as transition states whereas 

alkoxides were identified as stable species.
16,17

 Denayer et al. experimentally observed that 

the relative intrinsic reaction rates of skeletal branching and cracking reaction steps for 

various alkanes are catalyst independent (within a series of Pt/USY catalysts), supporting the 

idea of a carbenium-like reactivity, rather than an alkoxide-mediated one.
18

 With periodic 

calculations
19–22

 and more sophisticated static calculations,
23–25

 tertiary cations were found to 

be local energy minima. Using advanced ab initio molecular dynamics methods, van 

Speybroeck and coworkers concluded that the stability of alkoxides relative to the cationic 

forms had been overestimated in previous studies.
26,27

 Importantly, the tertiary carbenium 

ions were found to be stable at 773 K in the zeolite, whereas secondary cations were shown to 

be metastable only. Secondary carbenium ions thus appear as transient species. Their stability 
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increases with the number of carbons and highly branched carbenium ions undergo fast 

transformations into more stable cationic species.
28

  

The isomerization is classified as type A when it does not involve any branching degree 

change (in practice, this corresponds to a direct 1,n hydride or alkyl transfer), or type B when 

it increases the branching degree of the chain.
2
 In the present work, we aim at quantifying the 

respective reactivity of secondary and tertiary carbenium ions in the skeletal isomerization 

into a dibranched carbenium ion. It has been demonstrated that finite temperature effects for 

isomerization and cracking reactions of hydrocarbons in zeolites cannot be described with a 

sufficient accuracy within the static approach to the transition state theory.
26–31

 Free energy 

methods based on ab initio molecular dynamics represent the current state-of-art approach to 

this problem and we adapt this technique (based on the blue moon ensemble approach
32,33

) to 

study the mechanism of isomerization reaction occurring after the protonation of a reactant 

C7 alkene. C7 alkanes, dehydrogenated into C7 alkenes on the metallic function of bi-

functional catalysts, are good model molecules for hydrocraking, representative of the 

behavior of a large range of molecule sizes,
18,34

 with a large network of isomerization and 

cracking reactions and a significant effect of confinement on selectivity.
35

  

The type B isomerization reaction described in this work increases the branching degree of 

the reactant (hereafter labelled as R), transforming a monobranched secondary carbocation 

(the 4-methyl-hexen-2-ium cation) into a dibranched tertiary carbocation, the 2,3-dimethyl-

penten-3-ium cation (latter called I3, Figure 1.a). In this reaction, a single protonated 

cyclopropane (PCP), non-classical carbocation, is expected as a transition state connecting 

two classical carbocations. The acid chabazite zeolite is used as a model for the catalyst. In 

our previous work,
31

 we investigated the mechanism of an isomerization reaction between 

tertiary carbenium ions, transforming a dibranched into a tri-branched carbenium ion. To the 
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best of our knowledge, the isomerization reaction type studied here has never been 

investigated by any method beyond a simple static approach.
36,37,38

 

In this study, we also present an alternative (mechanism II) to the conventional mechanism 

(mechanism I) of isomerization involving a 1,3 hydride shift between secondary and tertiary 

carbenium ions (Figure 1.b), that appears to take place spontaneously in the course of certain 

MD simulations. In experimental and kinetic modeling
39

 practice, it is impossible to conclude 

about the preferred route. Thus, a detailed investigation of the individual rates is required to 

determine the intrinsic free energy barriers for the conventional as well as for the alternative  

reaction mechanisms at relevant temperatures (300 K and 500 K) which allows us to compare 

kinetics of these two pathways. 

For that purpose, the crucial question of the correct sampling of the different rotational 

isomers dictating the mechanisms, which has been overlooked in previous simulations of 

reactions of hydrocarbons in zeolites, is rigorously addressed here, following the method 

developed in our previous work.
31

 This question is challenging because a direct sampling of 

all the conformations is inefficient in a straightforward ab initio molecular dynamics.  

The detailed study of these reactions also provides the opportunity to compare the thermal 

stabilization of secondary carbenium ions in zeolites with respect to that of tertiary carbenium 

ions. In-depth structural analysis is also performed to identify similarities and differences 

between type A (methyl shift, 1,3-hydride shift) and type B transition states, considering the 

results of the present study and our previous work.
31

 Finally, a general ranking between 

various type A and type B isomerization kinetics at the atomic scale has been obtained, and 

discussed with the empirically proposed ranking.
2,9,11,34,39–42
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Figure 1. Conventional (mechanisms I) and alternative (mechanism II) mechanisms for the 

transformation of 4-methyl-hex-1-ene into 2,3-dimethyl-penten-3-ium cation: a) mechanism I 

- type B isomerization between a secondary and a tertiary carbenium; b) mechanism II, step 1 

– 1,3 hydride shift and c) mechanism II, step 2 - type B isomerization between two tertiary 
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carbenium ions. The displayed structures have been optimized in zero T relaxations in the gas 

phase (see Section 2). The blue and red lines indicate the bonds that are, respectively, formed 

and broken during the reactions. For reactants, intermediates and products, the symbols I, II, 

and III displayed in brackets refer to different rotational isomers (see Section 3.1 for R and 

SII of the Supporting Information for I1, I2 and I3). 

2. METHODOLOGY 

Periodic DFT calculations were performed using the VASP code.
43–45

 The Kohn-Sham 

equations have been solved variationally in a plane-wave basis set using the projector 

augmented-wave (PAW) method of Blöchl
46

, as adapted by Kresse and Joubert
47

. The PBE 

exchange-correlation functional in the generalized gradient approximation proposed by 

Perdew et al.
48

 was used. The D2 correction of Grimme
49

 was applied to account for long-

range dispersion interactions taking place upon the adsorption of hydrocarbon molecules in 

zeolites
50–52

. As a relatively large supercell (see Figure 2 and Section SI of the Supporting 

Information) was used for describing the chabazite zeolite, the Brillouin zone sampling was 

restricted to the  -point. A plane-wave cutoff energy of 400 eV was used in all calculations 

and the convergence criterion for the electronic self-consistency cycle was set to 10
–6

 eV.  

All relaxations related to the gas phase reactions were performed using the optimization 

engine GADGET
53,54

 requiring that the forces acting on all atoms be smaller than 0.005 

eV/Å. The intrinsic reaction coordinate 
55,56

 (IRC) analysis has been employed using the 

damped velocity Verlet algorithm
57

 in order to ensure that identified potential energy minima 

representing reactant and product states are linked by a common path on a potential energy 

landscape crossing a single first-order saddle point (transition state). The vibrational 

eigenspectra of resulting potential energy minima and saddle points have been examined in 
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order to ensure that the number of imaginary frequencies was correct (i.e zero for reactants 

and products and one for transition states).  

 

Figure 2. Unit cell of protonated chabazite used in this study. 

Born Oppenheimer Molecular dynamics simulations (MD) have been performed in the 

NVT ensemble. The simulation temperatures of 300 K and 500 K have been considered, their 

average values have been maintained by the Andersen thermostat
58

 with a collision frequency 

per atom of 0.01 fs
–1

. The classical equations of motion were integrated using the leap-frog 

algorithm with an integration step of 1 fs. The atomic mass of tritium has been chosen for all 

H atoms in order to avoid numerical instabilities possibly caused by the use of a relatively 

large integration step. Free energies have been computed using the simulation protocol 

described in Ref.
59

, which is based on the blue moon ensemble method,
32,33

 as implemented 

in VASP.
60

 In this approach, derived from the transition state theory,
58

 the free-energy of 

activation (   ) for the process     is defined as follows: 

                      (
 

   

⟨| ̇ |⟩

 
 (      ))  (1) 
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where            is a reversible work needed to shift the value of reaction coordinate ( ) 

from some arbitrary reference value characteristic for reactant (      ) to the value    

defining the free-energy transition state, ⟨| ̇ |⟩ is the average velocity of the reaction 

coordinate at the transition state, and  (      ) is the probability density of the state        in 

ensemble of all reactant (X) configurations. As described in Ref.59, the term             is 

obtained from the bluemoon ensemble method,
32,33

  (      ) can be determined using the 

straightforward MD simulations, and ⟨| ̇ |⟩ is computed numerically using a constrained MD 

with  ( )     (see sections SIII and SIV of the Supporting Information). Free energies of 

reaction (     ) are computed similarly:  

                            (
 (      )

 (      )
)  (2) 

In Equation (2),                 is the reversible work needed to shift the value  ( ) from 

       to some arbitrary reference value         characteristic for product (P), and  (      ) is 

the probability density of the state       . Equation (2) accounts for the transformation from a 

generic reactant to a generic product state which are both defined as ensembles of 

configurations distributed according to the Boltzmann law.
61

 It is an important property of 

Equations 1 and 2 that the computed free energies are independent of the particular choice of 

the approximation to the reaction coordinate (provided the approximation drives the 

transformation from reactant to product reversibly) which is particularly important when 

comparing the free energetics of chemical reactions differing in reaction mechanisms and 

consequently also in definitions of  . The calculation of statistical uncertainties of     and 

      is discussed in Section SX of the Supporting Information. 

The length of straightforward MD simulations used to determine probability densities 

of reference states was at least 100 ps (see Section SIV in Supporting Information) while the 
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length of all constrained MD runs performed within the BM simulations was 50 ps. In each 

MD run, the initial period of 5 ps has been considered as equilibration and the corresponding 

data were discarded from the calculations of ensemble averages. Undesired by-reactions, 

such as the deprotonation of the reactant or product molecules, have been prevented by the 

use of appropriate restraining potentials described in Section SV of the Supporting 

Information. 

3. RESULTS  

The scheme describing the conventional mechanism (designated hereafter as the 

mechanism I) of the 4-methyl-1-hexene isomerization is shown in Figure 1.a. In the first step, 

the alkene reactant R(I) is protonated to form a secondary carbenium cation I1(I) (4-methyl-

hexen-2-ium cation, the Roman numeral (I) is used to label the specific rotamer involved 

(vide infra)). Next, the C
2
–C

4
 bond is formed, the C

3
–C

4
 bond is broken, while the hydrogen

 

atom H
2
 is shifted from C

4
 to C

3
. The 2,3-dimethyl-penten-3-ium tertiary cation I3 is 

obtained. All the events of the latter reaction step are assumed to proceed via a single 

transition state (TS(I)) corresponding to a protonated cyclopropane (PCP).
2,7,8,35,36

 Hence, due 

to steric reasons, this reaction step requires a specific orientation of the shifted hydride with 

respect to the C
3
–C

4
 bond in the reaction intermediate I1(I). As a product of this reaction step, 

tertiary carbenium cation I3 is formed. 

In order to learn about the finite-temperature behavior of the system at different stages of 

reaction, exploratory metadynamics
60,62

 calculations in the NVT ensemble have been 

performed with T = 300 K. In these simulations, the cation I1(I), when created, was almost 

always transformed into another rotamer (hereafter labeled as I1(II), Figure 1.b) before the 

expected second reaction step described above started. Hence, instead of observing the 

I1(I)→I3 reaction, an alternative process (1,3 hydride shift) has been identified leading to 



11 

 

formation of monobranched tertiary cation (3-methyl-hexen-3-ium cation) I2(III). Such 1,3 

hydride shift reactions have been reported in the literature, as a way to avoid the formation of 

intermediate secondary carbenium ions, and as an alternative to two consecutive 1,2 hydride 

shifts.
40

 As the state I2(II) can be transformed into the I3 formed in the conventional reaction 

mechanism, we consider the I1(II) → I2 → I3 sequence as an alternative reaction route 

(mechanism II).  

3.1. Characterization of the reactant state  

a) Gas phase simulations 

As discussed in the previous section, the different variants of isomerization mechanism of 

4-methyl-1-hexene require different internal geometry of the reactant molecule. The relevant 

geometry changes can be controlled via variation of the dihedral angle () between atoms C
2
-

C
3
-C

4
-C

7 
(Figure 3) in a gas phase simulation. It is therefore instructive to explore the 

dependence of potential energy of the reactant molecule in the gas phase on this parameter. 

The corresponding potential energy profile (ΔV vs. dihedral angle τ) obtained in a series of 

constrained relaxations with a fixed value of   is shown in Figure 4. Three stable rotamers 

(corresponding to potential energy minima) have been identified (Figure 3). The 

corresponding structures, hereafter labelled as R(I), R(II), and R(III), are nearly degenerate in 

energy, the difference between the lowest (R(III)) and the highest (R(I)) energy states being 

only ~3 kJ/mol. The rotamers R(II) and R(III) are separated by a relatively low barrier of ~13 

kJ/mol, while the two barriers separating the state R(I) from the other two rotamers are ~5 

kJ/mol higher. When the molecule is protonated to create cation I1, the corresponding 

potential energy profile changes significantly (Figure 4) whereby only two stable rotational 

isomers, I1(I) and I1(II), are identified (Figure S1 in Supporting information). The protonation 

of the rotamer R(I) leads to formation of a secondary cation I1(I) in which the value of   

remains basically unchanged. Interestingly, the protonation of R(II) and R(III) at fixed   
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would create unstable structures that both relax to the same minimum I1(II) when the 

constraint is removed. The cation I1(II) is significantly (15 kJ/mol) lower in energy compared 

to the I1(I) state. The barrier for the I1(II)→ I1(I) transformation (31 kJ/mol) increases 

dramatically compared to the barriers determined for the neutral molecule, while that for the 

reverse process remains modest (15 kJ/mol). All these results explain the behavior observed 

in our exploratory metadynamics run (vide supra), as I1(II) is the rotamer giving rise to the 

1,3 hydride shift instead of the direct isomerization (via TS(I)). In particular, it is obvious 

that, due its significantly lower energy, the I1(II) state is formed with a greater likelihood than 

the rotamer I1(I). Moreover, even if the state I1(I) is formed, it is likely to transform into I1(II) 

before the reaction I1(I)→I3 is completed, which follows from the fact that the barrier for the 

transformation is at least a factor four lower compared to that for the reaction (vide infra). 

 

 

Figure 3. Rotational isomers R(I) (τ ≈ -60 ), R(II) (τ ≈ 60 ) and R(III) (τ ≈ 180 ) of the 

reactant 4-methyl-hexene, obtained for the gas phase reaction. Top panels: side view; bottom 

panels: front view chosen so that the atom C
4
 overlaps the atom C

3
.  
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Figure 4. Potential energy as a function of dihedral angle ( ) defined by the atoms C
2
,
 
C

3
,
 
C

4
, 

and C
7
 (cf. Figure 3) computed using constrained relaxations of neutral molecule (R) and 

cation (I1) in the gas phase. Zero on the energy axis is defined by the lowest energy found for 

each profile.  

b) Reactant adsorbed in chabazite 

Next, we shall examine whether the results from our analysis of the molecular systems 

remain valid for the reaction taking place in zeolite at finite temperature. To this end, a blue 

moon simulation has been carried out for the reactant molecule in CHA to study the free 

energy as a function of τ for T = 300 K and 500 K. This constrained blue moon simulation 

has been performed using a grid of 20 integration points evenly distributed over the interval  

              The computed free energy profiles are presented in Section SII.2 of the 

Supporting Information. The shapes of the free energy profiles at both temperatures are 

qualitatively similar to the potential energy determined for the neutral molecule (Figure 4) 

indicating that the energetics of the internal rotation of molecule is determined mainly by 

mutual interactions of atoms constituting it, while the confining environment provided by 
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zeolite can be considered as a small perturbation to the relative stability of rotamers. The 

observed modest thermal effect is not unexpected for a monomolecular reaction. We note that 

a free energy profile cannot be determined for the secondary cation I1 in chabazite, because of 

its too short lifetime given by the fact that this state is not a deep free energy minimum and it 

easily transforms into π-complexes or alkoxides (see Sections 3.2 and 3.3). 

For the purpose of further analysis (see later, Sections 3.2 and 3.3), we determine the 

likelihoods of occurrence of individual rotamers among all reactant states. Using the free 

energy profile A(τ), the likelihood of the state R(I) is computed as follows: 

  ( ( ))  
∫    ( 

 ( )
   

)  
      

      

∫    ( 
 ( )
   

)  
    

     

  (3) 

where τmax,1 and τmax,2 are the positions of the first and the second maxima on the free energy 

profile shown in Figure S2 of the Supporting Information, respectively. Probabilities for 

states R(II) and R(III) are defined analogically. The values of  ( ( )),  ( (  ))  and 

 ( (   )) computed for T=300 K are 5.8 %, 55.7 % and 38.5 %, respectively. At T = 500K, 

these values change to 16.7 %, 49.8 % and 33.5 % respectively. 

3.2. Mechanism I 

All terms needed to determine the free energies of activation and of reaction via Equations 

(1) and (2) are summarized in Table 1. The free energy profiles (  ( )), corresponding to 

the reversible work needed to shift the value of reaction coordinate from the reference value 

characteristic for reactant to the given value of  , have been computed using the blue moon 

ensemble approach.
32,33

 The following approximation to the reaction coordinate has been 

chosen: 
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 (     )

 (     )
 
 (     )

 (     )
  (4) 

where  (   ) stands for distance between atoms   and   and the labelling of atoms is as 

explained in Figure 5. This approximation to reaction coordinate involves only the moving 

hydrogen atoms and the atoms (oxygen and/or carbon) to which they are bound at various 

stages of the reaction. The skeletal rearrangement of carbon atoms turns out to be a 

consequence of the proton transfer driven by  .  

 

Figure 5. π-complex of 4-methyl-hex-1-ene adsorbed in chabazite with numbering of the 

atoms used in Equation (4). 

For the integration of free energy gradients, a mesh of 22 points has been used covering the 

intermediate states distributed between the alkene molecule (R(I)) and the tertiary carbenium 

ion I3. The reference state (           ) has been chosen as a high likelihood state 

identified on probability distribution function determined for R(I) using straightforward MD 

(Section SIV.1 of the Supporting Information). The resulting free energy profiles are shown 

in Figure 6. The transition state TS(I) (        for both temperatures) has been identified 

as the maximum on   ( ). The variation of selected geometric parameters along the reaction 
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coordinate has been monitored to illustrate the transformation from R(I) to I3 (Figure S18 in 

Section SXI of the Supporting Information). 

 

Figure 6. Free energy profiles,         , computed using the blue moon ensemble approach 

for the isomerization reaction via mechanism (I) in chabazite at T = 300 K and 500 K. The 

error bars are determined from the standard errors of the free energy gradients.
60

  

The initial parts of profiles, ranging between the reference value for the alkene (      ) 

and the transition state of protonation (       ) and corresponding to the protonation of the 

alkene, are very similar for both temperatures. The transition state of protonation becomes 

apparent at 500 K as a consequence of the stabilization of the secondary cation (vide infra) 

and its structure can be characterized by measuring the two distances changing during the 

protonation, O
1
-H

1
 (1.47 Å) and C

1
-H

1 
(1.26 Å) (Figure S16 in Section SVIII.3 of the 

Supporting Information). 
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The second part of the profile, ranging from        to         (the secondary carbenium 

ion), exhibits significant variations with T, which can be explained by the relative entropic 

stabilization of free forms (carbenium ions) with respect to the bound forms (π-complexes). A 

similar conclusion was reported by Cnudde and coworkers when comparing the 

complexes, alkoxides and carbenium ions formed by pentene in H-ZSM-5.
26–28

 The 

stabilization of the cationic form has a significant impact on the value of the term             

constituting a major contribution to the free energy of activation (see Equation (1)): its value 

decreases from 76.6 ± 5.4 kJ/mol to 55.7 ± 6.4 kJ/mol as T is raised from 300 K to 500 K. 

We note that the secondary cation has a classical structure (Figure 1 and Section SVIII.2 of 

the Supporting Information) in agreement with the fact that non-classical hydrido-bridged 

structures
63,64

 are only found at very low temperatures.
65

 

The third part of the profile corresponds to the monomolecular transformation between the 

secondary (      ) and tertiary (      ) cations by the type B isomerization. TS(I) is an 

edge-protonated cyclopropane (Figure 1), the structure of which will further be discussed in 

Section 4.2.  As expected for a monomolecular transformation, the thermal effect is weak 

and, as evident from the almost identical shapes of profiles computed for different T (the 

segments with     2.16 can be brought into an almost perfect coincidence via a simple 

rigid shift by 18 kJ/mol), a large part of this profile is virtually independent of temperature. 

This result is also in line with our static gas phase simulations predicting only a small 

increases in free energy of activation for the forward (by 5.9 kJ/mol) and reverse (by 5.2 

kJ/mol) modes of the       transformation when T is increased from 300 K to 500 K. As 

evident from the data presented in Table S8, these small variations in free energy of 

activation originate mainly in vibrational entropy which decreases (due to looser bonding) 

when transition state is formed in either direction of transformation. The difference between 
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the final and the initial state (                ) contributing to the free energy of reaction 

(Equation 2) increases significantly with T (-3.4 ± 6.8 kJ/mol (300 K) and -37.5 ± 8.0 kJ/mol 

(500 K)), which is given by the relative stabilization of the cationic form with respect to the 

π–complex. Once again, the origin of the major part of the difference in                  

computed for different T can be traced back to the region between        and      where 

the protonation of reactant is completed and the newly formed secondary cation is fully 

detached from the zeolite framework, gaining thus in entropy due to newly acquired hindered 

translations.  

Following the idea developed in our previous study,
31

 the term  (      ) is defined as 

follows: 

  (      )   ̃(      )  ( ( ))  (5) 

where  ̃(      ) is the probability density of the configuration        among the 

configurations of rotational isomer R(I) (0.94 (300 K) and 0.34 (500 K), see Section SIV.1 of 

the Supporting Information), and  ( ( )) is the probability to find rotamer R(I) among all 

reactant configurations. The formulation via Equation (5) allows us to compute  (      ) 

efficiently despite the relatively high free energy barriers separating the individual rotamers. 

In particular, the term  ̃(      ) is determined using a straightforward MD run performed for 

the rotational isomer R(I) and the probability  ( ( )) is obtained from the free energy 

profiles A(τ) as discussed in Section 3.1. 

Finally, the term  (       ) needed in the calculations of        has been determined for 

            . Because of the presence of four different rotational isomers separated by small 

but significant barriers (Section SII.4 of the Supporting Information), the determination of 

 ̃(       ) has been performed with dedicated blue moon simulations (Section SIV.3 of the 
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Supporting Information). The resulting free energy differences take into account generic 

states (i.e states in which all rotational isomers are distributed according to the Boltzmann 

law) of the reactant R and of all the considered intermediates - I3 and I2, see later section 3.3.. 

The computed free energies of activation are 84.1 ± 5.4 kJ/mol (300 K) and 69.2 ± 6.4 

kJ/mol (500 K). As evident, the decrease of     with T is slightly less significant than that 

for             obtained from the free energy profiles.  

The free energies of reaction computed for 300 K and 500 K are 6.0 ± 6.8 kJ/mol and -25.3 

± 8.0 kJ/mol, respectively. This trend, once again, reflects the stabilization of the cationic 

form with respect to the π–complex. Although the difference in        is very similar to that 

computed for                 , the numerical values computed for the fixed T differ 

significantly (see Table 1) which is primarily caused by the additional positive work needed 

to create the initial reactant configuration and which is accounted for only in the former term. 

This result, together with the significant differences in the     values underline the 

importance of correct treatment of all terms in the free energy calculations. 

 

Table 1. The values of computed terms used in the calculation of free energies of activation 

(    ) and of reaction (     ) via Equation (1) and (2), respectively. 

Mechanism I 

T 

(K) 
⟨| ̇ |⟩ (s–1

) P(      )  (       ) 
            

(kJ/mol) 

    

(kJ/mol) 

                 

(kJ/mol) 

       

(kJ/mol) 

300           0.055 2.39 76.6 ± 5.4 84.1 ± 5.4 -3.4 ± 6.8  6.0 ± 6.8 

500           0.057 1.08 55.7 ± 6.4 69.2 ± 6.4 -37.5 ± 8.0 -25.3 ± 8.0 

Mechanism II, step 1 

T 

(K) 
⟨| ̇ |⟩ (s–1

) P(      )  (       ) 
            

(kJ/mol) 

    

(kJ/mol) 

                 

(kJ/mol) 

       

(kJ/mol) 

300           0.84 2.38 58.7 ± 4.6 59.5 ± 4.6 -0.1 ± 7.8 2.6 ± 7.8 

500           0.37 4.87 51.5 ± 5.6 57.1 ± 5.6 -21.0 ± 7.5 -10.3 ± 7.5 

Mechanism II, step 2 

T 

(K) 
⟨| ̇ |⟩ (s–1

)  (       )  (       ) 
           

  

(kJ/mol) 

    

(kJ/mol) 

                  

(kJ/mol) 

        

(kJ/mol) 

300           1.54 0.44 77.8 ± 2.6 77.3 ± 2.6 0.3 ± 3.0 -2.8 ± 3.0 

500           0.93 1.46 83.8 ± 4.1 86.2 ± 4.1 2.4 ± 4.8 4.2 ± 4.8 
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3.3. Mechanism II 

Mechanism II consists of two elementary reaction steps, namely the transformation from the 

π-complex R to the intermediate tertiary cation I2, and the type B isomerization reaction from 

I2 to I3 (Figure 1). These two activated processes are explored in two independent sets of 

simulations with the following approximations to the reaction coordinates (see Figure 5 for 

the numbering): the transformation between the π-complex and the tertiary cation I2 is 

described by the following parameter 

   
 (     )

 (     )
 
 (     )

 (     )
  (6) 

while the transformation between two tertiary cations I2 and I3 is studied using the parameter 

   
 (     )

 (     )
  (7) 

The blue moon simulations have been performed using 20 integration points distributed along 

   and 22 integration points along    and the resulting free energy profiles are displayed in 

Figure 7. The variation of selected geometric parameters along the reaction coordinate has 

been monitored to illustrate the transformation from R(II) to I2 and from I2 to I3 (Figure S19 

and S20 in Section SXI of the Supporting Information). 



21 

 

 

Figure 7. Free energy profiles,         , for the transformations between the π-complex R 

and the intermediate tertiary cation I2 (left), and between the tertiary cations I2 and I3 (right) 

taking place within the mechanism (II) of isomerization of 4-methyl-hex-1-ene into 2,3-

dimethyl pent-2-ene.  

 

The free energy profile for the first step starting from the π–complex of rotamer R(II) 

(           ) exhibits some of the features observed in the case of the mechanism I. First, 

the part of the profile corresponding to the protonation of R (      ) is nearly identical at 

both temperatures. Second, the difference between profiles computed for different 

temperatures develops in a narrow region (           ) where a metastable secondary 

cation is formed. As before, this difference is related to the thermal stabilization of the 

cationic forms with respect to the π–complex. Third, the region where the monomolecular 1,3 

hydride shift between secondary and tertiary cation occurs (      ) is nearly temperature 

independent (i.e. the two profiles can be brought into coincidence via a shift by a constant). 

This latter finding is consistent with the gas phase results reported in Table S9 predicting a 

very modest increase in the free activation barrier for the I1 I2 transformation due to 
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increased temperature (2.1 kJ/mol (300 K) and 5.4 kJ/mol (500 K)). The computed values of 

           and                  for T=300 K are 58.7 ± 4.6 kJ/mol and -0.1 ± 7.8 kJ/mol, 

respectively. As a consequence of the thermal stabilization of the cation,            and 

                 decrease to 51.5 ± 5.6 kJ/mol and -21.0 ± 7.5 kJ/mol, respectively, when T is 

increased to 500 K. The free energy transition state for the 1,3 hydride shift occurs at 

        and its structure is similar to that of the reaction in the gas phase (see Figure 1), 

i.e. it can be considered as an edge-protonated cyclopropane (see Section 4.2). The values of 

 (      ) were computed as described in Sec. 3.2. As two different rotamer states (I2(I) + 

I2(III)) separated by relatively large free energy barriers are present, dedicated blue moon 

sampling simulations have been performed (Section SII.3 of the Supporting Information) to 

determine  (       ) in order to obtain free energy differences between generic states of the 

reactant R and of the intermediate I2. 

Regarding the overall shape of the profile, its flatness close to the secondary carbenium ion is 

a consequence of processes occurring during this reaction step. The initial steep region 

corresponds to a proton transfer – here the proton is shifted from zeolite to alkene, one bond 

is broken and one bond is formed causing thus the large increase in free energy. This process 

also requires that a part of hydrocarbon chain be relatively close to the O atoms next to Al 

because proton cannot be transferred over a very long distance. Next, carbenium cation is 

shifted farther away from the Al site and, due to the thermal motion it now also assumes 

various random orientations within the zeolite. At the same time, the molecule starts to 

deform so as to allow for easier H-shift (in the next step). No bond is broken nor created in 

this diffusion-like process and hence only a very modest change in free energy is observed. 

Finally, the cation rearranges into another form (secondary to tertiary), multiple bonds are 

formed and broken resulting, again, in a relatively large changes in free energy. 
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All terms needed to compute free energies of activation and of reaction via Equations (1) 

and (2) are compiled in Table 1.  

Unlike the term           , the free energy of activation     is nearly independent of 

temperature, with the numerical values being 59.5 ± 4.6 kJ/mol (300 K) and 57.1 ± 5.6 

kJ/mol (500 K).  

The values        computed for the first step of mechanism II are 2.6 ± 7.8 kJ/mol (300 K) 

and -10.3 ± 7.5 (500 K) and these values are, again, much lower than                . Up to 

this point, the first step of mechanism II has been discussed as proceeding via the rotamer 

R(II). Note, however, that the states R(II) and R(III) are similar in structure (they differ only 

by the exchange of methyl and ethyl group on C
4
 atom, see Figure 3) and they are nearly 

energy degenerate (Figures 4 and S2 in the Supporting Information). Furthermore, as 

discussed in Section 3.1, they form the same intermediate secondary cation I2 upon their 

protonation. The reaction involving R(III) should differ from the one proceeding via R(II) 

only in the initial part. Hence it is reasonable to consider R(III) as another microstate of 

reactant that is active in mechanism II, and this fact can be taken into account by modifying 

the term  (      )   ̃(      ) ( ( (  ))   ( (   ))) used in Equation (1) making use of 

the fact that the probability distribution functions  ̃(      ) for R(II) and R(III) are very 

similar. Such a modification leads to a very small decrease of the free energy of activation 

     , which is now 58.0 ± 4.6 (300 K) and 54.6 ± 5.6 kJ/mol (500 K) and of the free energy 

of reaction       that changes to 1.1 ± 7.8 (300 K) and -12.8 ± 7.5 kJ/mol (500 K). 

In the second reaction step, one form of tertiary cation I2(II) (3-methyl-hexen-3-ium cation) 

is transformed into another one I3(III) (2,3-dimethyl-penten-3-ium cation) via a type B 

isomerization reaction. The transition state is again an edge-protonated cyclopropane (see 

Section 4.2). As shown in Figure 7, the free energy profiles computed for two different 
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temperatures differ mainly in the transition region (         ), while the regions close to 

the states I2 (      ) and I3 (      ) are nearly temperature independent. In particular, 

restricted molecular vibrations in the transition state (       ) are responsible for negative 

activation entropy
31

 (see Table S10 for the relevant static gas phase data) causing an increase 

in              with T (77.8 ± 2.6 kJ/mol (300 K) vs. 83.8 ± 4.1 kJ/mol (500 K)). Taking into 

account the contributions from  (       )   ̃(       )   (  (  )) and ⟨| ̇ |⟩ (see Table 1) 

determined as described in Section SIV of the Supporting Information, the free energy of 

activation           computed for 300 K and 500 K is 77.3 ± 2.6 kJ/mol and 86.2 ± 4.1 

kJ/mol, respectively. These results are in excellent agreement with the values of 74.4 ± 3.4 

kJ/mol (300 K) and 83.4 ± 3.6 kJ/mol (500 K) reported in our previous work for a similar 

reaction involving related but different reactant (2,4-dimethyl-penten-2-ium cation).
31

 

Due to the similarity between the initial and the final state of this reaction, the term 

                  is very small (0.3 ± 3.0 kJ/mol (300 K) and 2.4 ± 4.8 kJ/mol (500 K)). Also 

the values of  (       ) and  (       ) differ only modestly within the given temperature (see 

Table 1) and hence the computed free energies of reaction        are only -2.8 ± 3.0 kJ/mol 

and 4.2 ± 4.8 kJ/mol. The latter results compare very well with the values of 1.9 ± 3.8 kJ/mol 

and 3.7 ± 4.2 kJ/mol, obtained for the type B isomerization of 2,4-dimethyl-penten-2-ium 

cation reported in our previous work.
31 

4. DISCUSSION 

4.1. Thermal variation of the overall free energy profiles 

The overall free energy profiles computed according to Equations (1) and (2) for both 

mechanisms at 300 K and 500 K are compared in Figure 8. 
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Figure 8. Overall free energy profiles for mechanisms I and II at 300 K and 500 K. A 

qualitative estimate of the free energy of secondary cation I1 is indicated by a dash line. 

The dominant trend governing the thermal variation of the free energy profiles is the 

thermal stabilization of all free cationic species with respect to the neutral π-complex 

considered as reactant, by 6-33 kJ/mol. This is mainly entropic effect that favors unbonded 

forms over the structures in which the molecular motion is restricted due to interactions with 

zeolite and it has been reported also in the previous theoretical work by Cnudde et al. 

comparing the relative stabilities of π-complexes, alkoxides and carbenium ions formed by 

pentene in H-ZSM-5.
10,11,13 

Another  factor contributing to the shape of the overall free 

energy profile is the shift of transition states towards higher free energies with respect to the 

carbenium intermediate which is caused by vibrational entropy changes during the 

transformation. As we discussed in our previous work,
31

 this effect can be estimated 

reasonably well by using a simple gas phase model and we utilized the same approach also in 

this work. As typical for monomolecular reactions, all transition states found for mechanisms 

I and II are more constrained than the corresponding stable states linked via common reaction 

coordinate leading to negative vibrational entropy of activation. As shown in Tables S8-S10, 

this entropy term always dominates over the internal energy contribution of relevant gas 
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phase reactions and consequently the free energy of activation increases when T is raised 

from 300 K to 500 K (by 5.9 kJ/mol, 3.3 kJ/mol, and 5.5 kJ/mol for mechanism I, and first 

and second steps of mechanism II, respectively). 

The relative free energies of the state I3 created in both mechanisms should be identical. 

However, the statistical error, mainly due to the accumulation of uncertainties in free energy 

gradients integrated over the all reaction paths, and the systematic error, e.g. due to the noise 

in forces computed at the DFT level, numerical integration errors, or the use of 

approximations to reaction coordinate, cause the values of       computed for both 

mechanisms to differ. For the lower temperature, this difference (7.7 kJ/mol) is well below 

the theoretical limit     √  
       

       
   10.8 kJ/mol, with    and       and       being 

the standard errors determined for the free energies of  reaction for mechanisms I, and steps 1 

and 2 of the mechanism II (Table 1), respectively, and the factor      corresponds to 95 % 

confidence interval assumed throughout this work. Hence the difference in       computed 

for the two reaction routes at 300 K is not statistically significant. For the higher T, the values 

of       differ by 16.7 kJ/mol, which is slightly more than the theoretical value computed 

from the individual statistical uncertainties (    √  
       

       
   12.0 kJ/mol) 

indicating that our high temperature results are, to a modest extent, affected by the errors, 

statistical or systematic, which are hard to control. Performing longer simulations could 

reduce the statistical uncertainty of the computed free energies but it would be extremely 

expensive: it follows from the definition of standard error that its reduction by a factor of 2 

would require a factor 4 longer MD trajectories.  
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In any case, it is clear from our results that the relative free energy of the final state I3 

decreases when T is increased, and it is also evident that the temperature tends to stabilize the 

state I3 relative to R. 

4.2. Comparison of structure and stability of the transition states for the 1,3 hydride 

shift and type B isomerization  

Although the TS(I), TS(IIa) and TS(IIb) transition states show some structural similarities 

(they apparently all belong to the edge-protonated PCP family), they are very different in 

terms of stability (15-26 kJ/mol between TS(I) and TS(IIa), 19-20 kJ/mol between TS(IIa) 

and TS(IIb)). Indeed, the uncertainty in free energy differences between first transition states 

of both mechanisms is much smaller with respect to the uncertainty in free energy differences 

between I3 from mechanisms I and II (17 kJ/mol on I3 at 500 K). This is because the path 

taken from the initial state R is shorter and the number of terms contributing to the error is 

smaller.  

A deeper structural analysis may help in the identification of relevant differences 

between these states. First, we showed that different rotamers of the reactant are involved in 

the 1,3 hydride shift or type B isomerization reaction, which explains the difference between 

seemingly similar transition states. This conclusion confirms the intuition of Brouwer and 

Hogeven who suggested, in an early work, that the existence of a high rotational energy 

barrier between conformations of the reactant could be responsible for the difference between 

the rates of these two reactions.
11

 Concerning the 1,3 hydride shift, which is considered as a 

type A isomerization because it induces no change in the branching degree,
2
 we find that the 

transition state is an edge-protonated PCP (TS(IIa)). However, its free energy is significantly 

lower as compared to the transition states of the type B isomerization reactions (TS(I) and 

TS(IIb)). According to our static gas phase simulations, the free energy difference between 

transition states with seemingly similar structures considered here stems mainly from the 
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electronic energy    . In fact,     for the TS(IIa) formed in the gas phase is 26.3 kJ/mol 

lower than that of TS(I) and 35.1 kJ/mol lower than that computed for TS(IIb) (Table S7 in 

Section SVII of the Supporting Information). Our calculations are in qualitative agreement 

with known experimental facts. In measurements performed in superacid solutions at -80°C, 

for instance, it was demonstrated that the 1,3 hydride shift between tertiary cations (starting 

from 2,4-dimethyl-penten-3-ium) is much easier than type B isomerization reactions. The 

experimentally deduced Gibbs free energy barriers are 36 kJ/mol and 71 kJ/mol for the 1,3 

hydride shift  and type B isomerization, respectively.
11,40

 A qualitatively similar conclusion 

was obtained with DFT (B3LYP) calculations on C6 species in the gas phase (with potential 

energy barriers of 72 kJ/mol for the 1,3 H-shift (tertiary to secondary cation) and 94 kJ/mol 

for the type B isomerization starting from the same tertiary cation).
38

 

The analysis of the distributions of the bonds involved in the transition states (Figure 

9 and Table S11 in Section SVIII.1 of the Supporting Information) can provide some insight 

into the structural differences between the three protonated cyclopropanes (TS(I), TS(IIA) 

and TS(IIb)). In our blue moon simulations, the C-C distance between the two C atoms 

holding the extra hydrogen atom in TS(IIa) (C
2
–C

4
) is longer than in TS(I) (C

3
–C

4
) and 

TS(IIb) (C
2
–C

3
). The strength of this C–C bond is also much weaker, mainly at 500 K (see 

Section SVIII.1 of the Supporting Information). This difference may be at the origin of the 

electronic energy difference between the 1,3 hydride shift transition state and other PCPs for 

type B isomerization reactions. As compared to other PCPs, the C
2
-C

4
 bond in TS(IIa) is 

elongated to 1.89 Å (for T=300 K) and 1.92 Å (for T=500 K) but since the average distance 

does not exceed 2 Å it is still possible to classify TS(IIa) as a PCP. The structure of the 

transition state for the 1,3 hydride shift reactions has been the subject of an intense debate in 

the literature
11,40,66–68,64

 devoted to super-acidic media, discussing its PCP nature versus a four 
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center TS. The PCP-type structure of TS(IIa) obtained in our MD simulations is consistent 

with structures proposed at the MP2 level.
64

  

The type B isomerization reactions transition states (TS(IIb) and TS(I)) only differ in the 

location of the edge proton, see Figure 1. Their free energies (Figure 8) and local structures 

described by length of C-C bonds constituting PCP are similar (Figure 9 and Table S11 in 

Section SVIII.1 of the Supporting Information). As compared to TS(IIa), the lengths of bonds 

C
3
-C

4 
in TS(I) and C

2
-C

3 
in TS(IIb) where the H

2
 atom is located, are smaller (1.808 Å and 

1.757 Å for T=300 K). Moreover, all interatomic distances within the C
2
-C

3
-C

4 
cycle in TS(I) 

and TS(IIb) are rather insensitive to change in temperature, whereas the corresponding 

interatomic distances in TS(IIa) vary significantly with T. This result reflects the constrained 

nature of the TS(I) and TS(IIb) PCP, whereas TS(IIa) is intrinsically more flexible. The 

transition state TS(IIb), between monobranched to dibranched tertiary carbenium ions 

(mechanism II), is also comparable to that for the related transformation between dibranched 

to tribranched tertiary carbenium ions investigated in our previous paper.
31

 These results 

suggest a certain degree of universality among the kinetic parameters of similar chemical 

reactions, even if the branching degree of the carbenium ion is different. The stability of the 

PCP for such reactions is not strongly affected by the number of alkyl groups attached to the 

cyclopropane ring, in agreement with previous findings made in super-acidic media.
11

  

Of course the question remains of the impact of the level of theory on the calculated 

stability of the various charged compounds investigated. Going beyond DFT may be needed 

to reach chemical accuracy when describing carbenium ions.
24,25,69,70

 It was recently shown 

that the barriers of some reactions involving carbenium ions (methylation and cracking, 

unfortunately isomerization reactions were not investigated) are underestimated by PBE-D3 

with respect to MP2.
71,72

 On the contrary, with respect to hydride shifts reactions, Vrček et 

al.
64

 show that DFT predicts higher barriers than MP2. However, combining this level of 
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calculation with the MD approach in a rigorous way is currently prohibitive, opening 

perspectives for the future.
73

 

 
Figure 9. Probability distribution functions of selected C-C and C-H bonds in the transition 

states of (a) mechanism (I), (b) mechanism II, step 1, and (c) mechanism II, step 2 determined 

using MD at 300 K (solid lines) and 500 K (dash lines). The static approach results in gas 

phase are reported by vertical dashed lines. 
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4.3. Implication for the kinetic modeling of isomerization reaction networks 

4.3.1. Relative contributions of mechanisms I and II 

As shown in Figure 8, the free energies of the least stable transition states are rather similar 

for both mechanism. It is therefore not obvious from these energy profiles which reaction 

mechanism is favorable as a function of temperature. We plugged the rate constants, 

determined via the Eyring equation
74

 from the free energies reported in this work into a 

kinetic model treating the reactions R I3 and R I2 I3 as parallel competing processes (see 

Section SVI of the Supporting Information). We terminated our simulations when 10% of 

reactant was converted into the final state I3, rendering the reverse reactions from the final 

state that are most significantly affected by the statistical errors of free energies of activation 

(see Section 4.1.) unimportant. We find that the mechanism II is predominant at T=300 K: a 

higher fraction of the product (I3) molecules is formed via this reaction route (79.0   1.6 %) 

as compared to mechanism I (21.0   1.6 %). When the temperature is raised to 500 K, the 

least stable transition state of mechanism II lies 73.4 kJ/mol above the reactant on the free 

energy scale. Remarkably, this value is close to that determined for 300 K (78.4 kJ/mol), 

suggesting that the effective barrier for this mechanism is only weakly temperature 

dependent. In contrast, the barrier for mechanism I decreases to 69.2 k/mol. This significant 

change causes that the mechanism I becomes predominant at 500 K (according to our kinetic 

model, 75.4   1.4 % of product molecules are formed via this mechanism). Even considering 

the statistical uncertainty in the results of our kinetic model which is given by the uncertainty 

in the computed free energies (see Table 1), our results clearly show that both reaction 

mechanisms occur with significant frequencies (although with varying relative contributions) 

for the temperatures considered in this work.  
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4.3.2. Comparison with kinetic modeling reported in the literature  

Reaction networks for alkene isomerization (embedded in hydroisomerization-

hydrocracking models) have been the object of numerous kinetic modeling approaches,
75

 

from simple global kinetics
3,18,76

 up to single-event models.
9,34,39,41,42,77–79

 In the latter case, 

the whole network of elementary steps is defined, and species are gathered in lumps, defined 

by the carbon number and the degree of substitution of the carbenium (mono, di and 

tribranched). Each rate constant for the transformation of a lump into another one is written 

as a combination of parameters which depend on the type of reactant and product carbenium 

(secondary: s, tertiary: t, primary carbenium are discarded). A set of assumptions is generally 

made, and mechanistic conclusions are drawn from the fitting of experimental data, that we 

can now discuss in the light of our ab initio molecular dynamics results. 

In kinetic modeling, the entropy of the physisorbed state (that we consider to be the π-

complex) is often considered to be higher than that of the carbenium ions,
34,39

 considering 

that the adsorbed olefin still has the same rotational entropy as in the gas phase, while at least 

a part of translational entropy is expected to be lost upon adsorption. According to our 

simulations, this last assumption is confirmed as the physisorbed state is confined to the 

neighborhood of the Brønsted acid site of the zeolite. Indeed, in free MD runs corresponding 

to the π-complex (see Section SIX of the Supporting Information), the distance between the 

center of the C=C bond and the proton on the zeolite exhibits a sharp maximum close to 2.1 

Å, meaning that a big part of the translational entropy of the molecule in the gas phase is lost 

upon adsorption. 

In microkinetic models, however, the enthalpy of the π-complex is supposed to be higher 

than that of the carbenium by about 110 (secondary) to 150 (tertiary) kJ/mol.
39

 More recent 
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estimations predicted protonation enthalpies of the secondary and tertiary olefins of -65 

kJ/mol and -95 kJ/mol, respectively.
9
 Even if in our static simulations in gas phase we cannot 

easily connect the enthalpic behavior of the π-complex with respect to that of carbenium ions, 

such a difference should lead to a better stability of carbenium ions with respect to π-

complexes.
34

 Our MD results (in terms of free energies, Figure 8) do not confirm this scheme 

(that they established in terms of enthalpy). In particular, the I1 secondary carbenium ion is 

about 40 kJ/mol less stable than the corresponding π-complex. For tertiary carbenium ion, the 

free energy levels are more or less comparable to that of the π-complex. In practice however, 

the kinetic modeling is not performed by fitting the protonation versus intrinsic isomerization 

activation free energies, but their sum (see below), so that the quality of the fitting is not 

affected by this erroneous representation of the relative energy levels. Also, in their estimate 

of the relative protonation enthalpy yielding secondary versus tertiary carbenium ions, 

Martens et al.
39

 and Thybaut et al.
9
 find that the enthalpy of tertiary carbenium ions is 40 

kJ/mol lower than that of secondary carbenium. Our current estimations are in very good 

agreement with these results.  

Within the lumping approach, the (monobranched, dibranched or tribranched) species are 

connected by type A isomerization reactions (hydride or alkyl transfers), observed to be much 

quicker than type B isomerization reactions.
39

 As discussed in the previous section, this is in 

qualitative agreement with our findings involving the 1,3-hydride shift studied here and the 

methyl shift reported in our previous work.
31

 Note, however, that the free energy of the 1,3-

hydride shift transition state (TS(IIa)) is not significantly lower than that of the type B 

isomerization transition states (about 20 kJ/mol of difference with TS(IIb)), due to its 

connection with a secondary carbenium ion (with high free energy). This means that caution 

must be taken when equilibrating all type A isomerization steps, when secondary carbenium 

ions are concerned. 
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In kinetic modeling, the intrinsic rotational entropy of the transition state for type B 

isomerization reactions is expected to be close to that of the carbenium ions.
39

 Considering 

the values reported in table S8 to S10 for gas phase simulations (T∆Srot close to zero, which 

is a consequence of small changes in structures and in moments of inertia), these assumptions 

seem to be reasonable. The vibrational entropy of the transition state for type B isomerization 

reactions is also supposed to be roughly equal to that of the carbenium ions.
39

 This is found 

(T∆Svib in tables S8-S10 for gas phase simulations) to be more debatable: as also found in our 

previous work, the type B isomerization transition states are more constrained than the 

corresponding reactant and products, mainly due to entropic vibrational contributions (of the 

order of 10 to 15 kJ/mol at 500 K). Thus, in the end, considering that the carbenium species 

have lost all translational degrees of freedom, the activation entropy is set to zero (same 

entropy for the carbenium and edge-protonated PCPs) in the kinetic models.
39

 We claim that 

this leads to an overestimation of the pre-factor, likely compensated by an overestimation of 

the activation energy in the course of the fitting. 

Concerning the enthalpy components, the composite isomerization activation energies are 

defined in some single-event models as the sum of the intrinsic isomerization activation 

energy (from the carbenium playing the role of the reactant) and the protonation enthalpy of 

the corresponding physisorbed olefin.
39

 They are determined by fitting the experimental 

kinetic data. The composite rate constants for type B isomerization reactions connecting a 

secondary to a tertiary carbenium ion (s,t), and that of the reverse reaction (t,s), are supposed 

to be equal.
39,42

 Assuming that the energy levels of all physisorbed olefins are almost the 

same, this assumption is true, as by definition the transition state TS(I) connects secondary 

and tertiary carbenium ions in both directions (forward and backward). However, it would be 

incorrect to conclude that the intrinsic barriers are the same, if one considers the carbenium 

ions as the reactants. The I1 secondary carbenium is indeed far less stable (by 45 to 65 kJ/mol 
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at 500 K from tables S6 and S7) than all tertiary carbenium ions modeled (I2 and I3). This 

implies that the kinetic constant of the (s,t) reaction is higher than that for the (t,s) reaction. 

However, the secondary carbenium ion is not a stable intermediate, and is very easily 

converted into the corresponding π-complex (Figure 8), with a very moderate free energy 

barrier (close to 10 kJ/mol at 500 K, see Figure 6) and a non-negligible reaction free energy 

gain (close to 40 kJ/mol at 500 K). Thus, the kinetically relevant species is actually not the 

secondary carbenium ion, but the corresponding π–complex. If one considers the later as the 

reactant or product instead of the secondary carbenium, it indeed appears that the free energy 

barrier is similar for the (s,t) and the (t,s) processes, even if the higher the temperature, the 

more stable the tertiary carbenium will be with respect to the π–complex, making the (t,s) 

reaction somewhat slower as compared to the (s,t) one. Thus, our work provides a strong 

message for mechanistic interpretation of kinetic data: in the case of reactions involving 

secondary carbenium ions (poorly stable species), the kinetically relevant species is not the 

carbenium itself, but the corresponding π–complex, exhibiting comparable stability with 

tertiary carbenium ions. 

The extraction of intrinsic isomerization enthalpies was proposed in some kinetic works,
39,9

 

by subtracting to the composite enthalpies a protonation enthalpy determined by ab initio 

calculations (static, in gas phase). These values can be in principle compared to ours. They 

are, however, much too high (between 128 and 191 kJ/mol from a tertiary carbenium, and 

between 98 and 147 kJ/mol from a secondary carbenium) compared to our gas phase data 

(∆Utotal of activation: 12 and 75 kJ/mol at 500 K from a secondary and tertiary ion 

respectively) and the uncertainty is very large, with a strong dependence on the model used 

for the estimation of the protonation enthalpies (with differences from 30 to 70 kJ/mol). Note 

that our (t,t) activation enthalpy of 75 kJ/mol is in excellent agreement with the extrapolation 

at 453 K
41

 of the data obtained in super-acidic media at lower temperature.
11

 The deviation 
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between our results and the kinetic modeling estimates can tentatively be assigned to the 

difficult estimation of the protonation enthalpy, and the issue with the overestimated 

prefactor (entropy component), likely leading to an overestimation of the activation energies 

in kinetic fitting by compensation. Thus, in the end, the zeolite catalyst seems to behave more 

closely to a super-acid than previously thought.
39

  

Finally, single event modeling also made the comparison between (t,t) and (s,t) =(t,s) type 

B isomerization rates possible. In our simulations, no clear trend emerges, the free energy 

levels of TS(I) and TS(IIb) being comparable, in agreement with the weak difference 

indicated in kinetic modeling.
39,34

 

In the end, mechanisms I and II are coupled as they represent two alternatives to reach 

the same products. Despite the very low stability of the secondary carbenium, we find that the 

corresponding π-complex is a relevant connected stable intermediate. The global free energy 

barriers of both mechanisms appear to be very close, and in a slight favor of mechanism I 

(through direct isomerization of the secondary carbenium) when the temperature is increased 

from 300 K to 500 K. Thus, it remains important to include such options in the kinetic 

modeling, as done in the previous single-event investigations, although at that time the 

secondary carbenium were believed to be stable intermediates.  

5. CONCLUSION 

In this work, a detailed ab initio molecular dynamics study of isomerization transformation of 

4-methyl-hex-1-ene into 2,4-dimethyl-penten-2-ium cation has been presented. In addition to 

the conventional one-step mechanism (mechanism I), consisting in a proton transfer from the 

zeolite followed by a type B isomerization transforming a secondary carbenium into a tertiary 

carbenium, an alternative reaction route, (mechanism II) has been described. This mechanism 
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consists of two steps involving (i) proton transfer from the zeolite and an intramolecular 1,3 

hydride-shift producing a tertiary carbenium, and (ii) a type B isomerization between two 

tertiary carbenium ions. The global kinetic picture that we get from these simulations is 

summarized in Scheme 1, together with data obtained in our previous work.
31

 

 

Scheme 1. Kinetic constants estimated by ab initio molecular dynamics at 300 K (black) and 

500 K (red) for type A and B isomerization reactions starting from 4-methyl-hex-1-ene (a) 

mechanism I and b) mechanism II) and from 2,4-dimethyl-penten-2-ium cation (c).
31

 kB and 

kA stand for rate constants determined for type B and A isomerization reaction, respectively, 

and the nature of the carbenium ion is symbolized by s (secondary) or t (tertiary). When 

available, and when more stable than the corresponding carbenium ion, the π-complex was 

used as the reference state for the calculation of the rate constant instead of the carbenium 

ion.   
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The main conclusions that we obtain are the following: 

- The secondary carbenium ion is a poorly stable species, even not defined as a free 

energy minimum in some conditions. In this case, the kinetically relevant species 

is the corresponding π-complex (linked to the secondary carbenium ion by a 

protonation-deprotonation reaction). 

- All transition states calculated for type B isomerization reactions exhibit 

comparable stability and structure (edge-protonated cyclopropane), suggesting a 

certain level of universality of the present findings. 

- Consistently with empirical knowledge, transition states for type A isomerization 

reactions are more stable than those of type B isomerization reactions. The 

transition state structure can, however, differ from one type of reaction to another. 

Whereas for methyl shifts a corner-PCP plays the role of the transition state, in the 

case of the 1,3 hydride shift, an edge-PCP is found, which is more stable than the 

one found for type B isomerization reactions. One of the C-C bonds of the triangle 

is longer than for type B edge-PCPs. 

- Increasing the temperature from 300 to 500 K leads to a systematic stabilization of 

carbenium ions with respect to the neutral π-complex. Such stabilization is 

generally stronger for intermediates than for PCPs. 

In the end, both mechanisms (I and II) significantly contribute to the global reaction rate, 

with a predominance of mechanism I (type B isomerization connecting a tertiary and a 

secondary carbenium ion) at 500 K. A priori, mechanism II should have been preferred over 

mechanism I, as it is expected to quickly convert a secondary carbenium into a tertiary 

carbenium by a type A isomerization. We however see that this is an oversimplified picture, 

that eventually depends on thermal effects. Also, it appears from Scheme 1 that for the cases 
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investigated at 500 K, the monobranched to dibranched transformation is quicker than the 

dibranched to tribranched transformation. 

This work brings new quantified data and mechanistic information that may help the building 

of more relevant kinetic models in the future. The species investigated herein being also 

susceptible of cracking at high conversion,
35

 additional data are also required for these 

reactions as well.  
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