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Abstract

Tight oil and shale gas reservoirs have a significant part of their pore volume occupied by micro (below 2nm) and mesopores
(between 2 and 50nm). This kind of environment creates strong interaction forces in the confined fluid with pore walls and
then changes dramatically the fluid phase behavior. An important work has therefore to be done on thermodynamic modeling
of the confined fluid and on developing upscaling methodology of the pore size distribution for large scale reservoir simulations.
Firstly, the comparison between molecular simulation results and commonly used modified equation of state (EOS) in the literature
highlighted the model of flash with capillary pressure and critical temperature and pressure shift as the best one to model confined
fluid behavior. Then, fine grid matrix/fracture simulations have been built and performed for different pore size distributions. The
study has shown that the pore size distribution has an important impact on reservoir production and this impact is highly dependent
on the volume fraction of nanopores inside the matrix. Afterwards, coarse grid upscaling models have then been performed on
the same synthetic case and compared to the reference fine grid results. The commonly used upscaling methodology of dual
porosity model with average pore radius for the pore size distribution is unable to match the fine grid results. A new triple porosity
model considering fracture, small pores and large pores with their own capillary pressure and EOS, together with MINC (Multiple
Interacting Continua) approach, has shown very good agreement with the reference fine grid results. Finally a large scale stimulated
reservoir volume with different pore size distribution inside the matrix has been built using the upscaling method developed here.

Keywords: Confined fluid, upscaling, PVT, reservoir simulation, triple-porosity model

1. Introduction

World energy demand is projected to increase by 30% in
2035 [1]. According to predictions, fossil fuel will still rep-
resent more than three-quarters of world energy consumption
through 2040 [2]. Among oil and gas production, unconven-
tional resources such as shale gas and tight oil have emerged in
the past decade as a significant solution for the petroleum in-
dustry to meet future world energy demand. Indeed they will
reach together nearly thirty percent of global liquids supply by
2040 [3]. Tight oil production will more than double from 2015
to 2040 [4] and shale production will account for around sixty
percent of the increase in gas supplies to 2035 according to BP
[1].

The flow dynamics and the fluid behavior in shale gas and
tight oil reservoirs are much more complex than those in
conventional reservoirs. The stimulation of the matrix by multi
stage hydraulic fracturing generates a highly heterogeneous
porous/fractured rock where flow occurs between an extremely
low permeability matrix with nanopores and the fracture up
to the well. The modeling of the matrix/fracture exchange in
such reservoirs becomes therefore a challenge in terms of flow
and phase behavior. An accurate modeling is therefore crucial
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for optimal production forecasts, which are currently very
challenging especially for the Gas-Oil-Ratio (GOR) prediction
[5, 6, 7]. Thus this work is aimed to model thermodynamic
behavior of a confined fluid inside nanometric pores using
molecular simulation results as reference for the calibration
of a modified Equation of State (EOS). This new pore radius
dependent EOS will then be used in a triple porosity model
to take into account the pore size distribution for reservoir
simulations.

Tight oil and shale gas reservoirs consist of a very hetero-
geneous pore size distribution ranging from several nanometers
to micro meters contrary to conventional reservoirs where pore
size distribution has a micrometer scale. The part of microp-
ores (below 2nm) and mesopores (between 2 and 50 nm) can
reach more than 20% of the volume distribution [8]. They are
mainly associated with clay minerals and kerogen [9]. Hydro-
carbon molecules range between 0.5 and 10 nm [10], then in-
teraction forces between confined fluid and pore wall molecules
can become as significant as inter molecular interactions within
the confined fluid. Therefore confinement changes dramatically
the fluid phase behavior. Several approaches have been used to
study the confinement effect in the phase behavior of confined
fluids.

Firstly some nanofluidic experiments are showing that the
bubble point temperature increases in nano-channels compared
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to the bulk fluid [11, 12]. Luo et al. [13] and Cho et al. [14] con-
ducted the same kind of experiments on pore glasses and meso-
porous materials respectively and measured also an increase of
bubble point temperature compared to the bulk fluid.

Secondly a great deal of work has been done on extension
of EOS for confined fluid behavior modeling. The modifi-
cation of the thermodynamic flash by including the capillary
pressure represents the first main method used in the litera-
ture [15, 16, 17, 18, 19, 20, 21, 22, 23, 24]. This method
is improved by some authors by considering the thickness of
the adsorbed layer [25, 26]. The second main method used
in the literature considers a shift of critical temperature and
pressure proportional of pore radius in the flash calculation
[27, 25, 16, 28, 29, 17, 23, 24]. The correlations used for crit-
ical temperature and pressure values versus pore radius are ei-
ther analytical [30] or build from molecular simulation results
[28, 29]. The two methods of flash with capillary pressure and
flash with shift of critical properties are also applied together
[17, 31, 24, 32]. The pore/fluid interaction effect has also been
included by some authors to build a new EOS. However inter-
action parameters must be fitted with experimental or molecular
simulation results [33, 34, 35, 36, 37].

Finally molecular simulation appears to be the most accurate
and reliable method to approach the reality of the thermo-
physics of confined fluids. Pitakbunkate et al. [38, 39] have
applied Grand Canonical Monte Carlo ensemble (GCMC)
to methane/ethane mixture phase behavior calculation. Jin
et al. [40] modified the GCMC ensemble to create the
gauge-GCMC method and studied pure system, binary and
ternary system. The Gibbs Ensemble Monte Carlo (GEMC)
Panagiotopoulos [41, 42] has been widely used for confined
pure fluid [43, 44, 45] but less work have been done for
mixtures [46, 47, 48]. Sobecki et al. [49] proposed a new
methodology and worflow in the Gibbs ensemble in order to
model the confined fluid properties and pressures of vapor and
liquid phases at equilibrium for several pure components and
mixtures. Whatever the ensemble used, the observations are
the same for all authors cited above. The confinement causes a
shift of critical temperature and pressure of the fluid from their
bulk value and vapor density increases while liquid density
decreases.

All the methods cited above aim to model the confined fluid
PVT for a given pore radius. The study of the impact of fluid
confinement on reservoir production has been carried out by
several authors for a constant pore radius value. Some authors
ran reservoir simulations with capillary pressure effect on the
phase behavior [15, 6, 19, 23]. They all studied oil system and
showed that oil production is increased and gas production is
decreased. Others authors chose the flash with critical point
shift method [27, 16, 29, 23, 24] and showed that oil and gas
production is increased regardless of fluid type.

However the pore network is in reality very complex and
the reservoir has an important heterogeneity of pore sizes.
Upscaling methodologies must therefore be developed in order
to perform large scale reservoir simulations. Few authors have
applied the pore size distribution in their model and most of

them have considered an average pore radius inside a simula-
tion cell [50, 29, 51, 23, 24] using single or double porosity
model. Others authors considered the pore size distribution
using the J Leverett functions or an effective radius function
of the saturation of the wetting fluid. Li et al. [26], Li and
Mezzatesta [52], Nojabaei et al. [6], Wang et al. [53], Xiong
et al. [19]. These two methods are quite similar and seem not to
be efficient. As the percentage of micro and meso pores inside
shale matrix is low, the effective radius value stays quite high
(or low J Leverett function value) for a large range of wetting
phase saturation during the flow simulation. Then the impact
of confinement is very low and the fluid behaves like bulk.
Alfi et al. [54] proposed a triple porosity method with three
permeability, three porosity model to account for filtration
effect in shale reservoirs. The porous media is divided into
three different sub-media: fracture, large pores and small pores.
Peng-Robinson EOS is used for flash calculation in large pores
and fractures and a modified Peng-Robinson equation of state
[34] is used for small pores for a specific radius in order to
account for confinement effect. The two EOS must be solved
simultaneously. All fugacities must be equal at equilibrium in
both phases for the both sub media (large and small pores) for
every component. This method is interesting but seems to be
very CPU time consuming and no clear details are given on
the thermodynamic equilibrium calculation and how to model
the flux between sub-grids. Besides, we are not sure if the
thermodynamic equilibrium between small and large pores
is predominant comparing to other effects such as capillarity
during a dynamic flow simulation.

The two common methods to model confined fluid PVT be-
havior, that is, flash with capillary pressure and flash with criti-
cal point shift, have already been compared to some experimen-
tal and Density-Functional Theory reference data [55, 56]. But
to our knowledge, no works have already be done using reliable
and exhaustive results of different thermodynamical properties
from Gibbs molecular simulation as reference data. In this pa-
per, molecular simulation results for liquid/vapor equilibrium
of confined fluid obtained by Sobecki et al. [49] are then com-
pared to results achieved by several pore radius dependent EOS
models in Section 2. Secondly, in the literature, the confine-
ment effect on reservoir production has been mainly studied
with a single pore size model in large simulation cells, but the
impact of pore size distribution inside a simulation cell, espe-
cially in the scale of matrix-fracture transfer, has been poorly
considered. In Section 3 of this paper, we therefore present the
study of the pore size distribution on the matrix-fracture transfer
problem using fine grid simulations. Then in oder to perform
large scale reservoir simulation, an upscaling methodology of
the pore size distribution is investigated on a coarse grid model
for matrix-fracture exchange simulations in Section 4. A new
triple-porosity model together with a MINC approach is pro-
posed. Finally an application case is presented in Section 5, a
large scale reservoir simulation of a stimulated reservoir vol-
ume using the developed triple porosity model is presented.
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2. Thermodynamic modeling of fluid in nanopores

Different methods to model the thermodynamic behavior of
confined fluid using EOS have been developed in the literature
as explained in the introduction. In the following subsections,
the approaches used in this work, i.e. flash with capillary pres-
sure and flash with critical point shift are presented in details.
The different equations and the steps of the algorithms will be
clearly described. Then a comparison with reference molec-
ular simulation results from Sobecki et al. [49] are presented
in order to highlight the best flash algorithm method to model
thermodynamic of fluid in nanopores.

2.1. Flash with capillary pressure

As explained in the introduction, a lot of authors have
included capillary pressure in the flash calculation in order
to model the thermodynamic behavior of a confined fluid
[16, 15, 23, 18, 20, 21, 17, 19, 22]. Based on the different
approaches used by the authors, a flash algorithm is proposed
in this section with some improvement according to the
convergence issues. The different steps and equations will be
detailed.

In a confined fluid, liquid and vapor pressure are no longer
considered equal. Their difference is represented by the cap-
illary pressure, which is modeled by the Young-Laplace equa-
tion.

pc = pv− pl =
2σvlcosθ

r
(1)

with pv: vapor pressure, pl : liquid pressure, σvl : interfacial
tension (IFT) θ : contact angle between the surface of the
wetting phase and the wall of the tube r: capillary radius

The IFT is calculated by an analytical Parachor model pro-
posed by Zuo and Stenby [57]:

σvl = (Plρ
l−Pvρ

v)ν (2)

Pl = ∑xiPi (3)

Pv = ∑yiPi (4)

Pi = (8.21307+1.97473ωi)T 1.03406
ci P−0.82636

ci (5)

with ν=3.6, σvl : interfacial tension (dynes/cm=mN/m), Pl :
liquid parachor, Pv: vapor parachor, ρ l : molar density of liquid
phase (mole/cc), ρv: molar density of vapor phase (mole/cc),
ωi: acentric factor of component i, Tci: critical temperature of
component i (K), Pci: critical pressure of component i (bar).

The cubic Peng and Robinson [58] EOS function of com-
pressibility factor Z (Equation 6) is used to model the confined
fluid in liquid and vapor phase. Am and Bm are expressed in
Table 1.

Z3+(Bm−1)Z2+(Am−3B2
m−2Bm)Z−(AmBm−B2

m−B3
m)= 0

(6)

Table 1: Cubic formulation of EOS for mixture

Am Bm (aα)m bm

Liquid (aα)m pl

R2T 2
bm pl

RT ∑i ∑ j xix j
√

aia jαiα j(1− ki j) ∑i xibi

Vapor (aα)m pv

R2T 2
bm pv

RT ∑i ∑ j yiy j
√

aia jαiα j(1− ki j) ∑i yibi

where:

α(T ) = (1+m(1−
√

T r))
2

Tr =
T
Tc

(7)

ki j is an empirically determined correction factor which is
called the binary interaction coefficient. These coefficients are
used to model the intermolar interactions through empirical
adjustment of the (aα)m. ai, αi and bi are function of critical
temperature Tci and pressure Pci, acentric factor ωi, liquid molar
fraction xi and vapor molar fraction yi of each component i of
the mixtures as detailed in Table 2 and Equation 8.

Table 2: Peng-Robinson EOS parameters for mixture

ai bi αi Tri

Ωa
R2T 2

ci
Pci

Ωb
RTci
Pci

(1+mi(1−
√

T ri))
2 T

Tci

mi = 0.3796+1.54226ωi−0.2699ω
2
i , i f ωi ≤ 0.49

mi = 0.379642+1.48503ωi−0.1644ω
2
i +0.016667ω

3
i ,

i f ωi > 0.49

(8)

with Ωa=0.45724, Ωb=0.0778, R: ideal gas constant.

The fugacity coefficient of component i in a mixture is de-
fined for liquid (Equation 9) and vapor (Equation 10) as:

Φ
l
i =

f l
i

xi pl (9)

Φ
v
i =

f v
i

yi pv (10)

with f v
i : fugacity of component i in the vapor phase, f l

i :
fugacity of component i in the liquid phase.

At equilibrium ( f v
i = f l

i ), the ratio, Ki =
yi
xi

, can be redefined
in terms of fugacity coefficient and capillary pressure (Equation
11) [59].

Ki =
yi

xi
=

f v
i /(Φ

v
i pv)

f l
i /(Φ

l
i pl)

=
plΦL

i
pvΦv

i
=

(
pl

pc + pl

)
Φl

i
Φv

i
(11)
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The proposed flash algorithm is illustrated in figure 1. The ini-
tial condition are the same as for the flash without confinement.
In addition, we need to set a pore radius r, a contact angle θ

and the reference pressure. In this work the contact angle θ

is considered to be zero for all the simulations, and the refer-
ence pressure is considered to be the pressure of the liquid as
mass conservation equation resolution in compositional reser-
voir simulators is generally performed for oil. The different
steps are detailed below.

• Step 1: The initial value of Ki is computed by the Wilson’s
equation (12) for each components i and capillary pressure
is considered to be zero initially.

KA
i =

Pci

p
exp
(

5.37(1+ωi)

(
1− Tci

T

))
(12)

• Step 2: The Rachford Rice equation (Equation 34) is
solved to determine the vapor molar fraction V . This equa-
tion is solved by a combination of the Newton Raphson
and binary search method. If the solution does not con-
vergence after 20 Newton-Raphson iterations, the binary
search method is applied. The procedure adopted is the
negative flash developed by Curtis H.Whitson and Michael
L.Michelsen [60]. Then unphysical values of molar frac-
tion (V or L higher than 1 or lower than 0) are considered
as they still give physical values for xi and yi. The solution
V is between Vmin =

1
1−max(Ki)

and Vmax =
1

1−min(Ki)
which

represent the limits of the binary search method. The so-
lution V gives L = 1−V , xi =

zi
L+V Ki

and yi =
ziKi

L+V Ki
.

• Step3: The cubic Peng-Robinson EOS (Equation 6) is
solved for liquid and vapor phases to get Zl and Zv. Then
the fugacity coefficients Φl

i and Φv
i are determined us-

ing the equations of fugacity coefficient (Equation 31 and
Equation 32).

• Step 4: The interfacial tension is calculated by the para-
chor model of Zuo and Stenby [57] (Equation 2). Then
capillary pressure pc is calculated by the Young-Laplace
equation (Equation 1).

• Step 5: The new equilibrium ratio Ki is calculated as a
function of capillary pressure (Equation 11)

• Step 6: The convergence of fugacity and capillary pres-
sure is checked. If the convergence is achieved, then the
solution has been reached. If not, steps 2 to 5 are repeated
with the new Ki value. The update of the capillary pressure
in the loop follows an under-relaxation scheme in order to
avoid convergence issues, especially during reservoir sim-
ulations. Indeed the Rachford-Rice equation has a physi-
cal solution only if one of the Ki is higher than one [60].
Considering the formulation of the update of Ki (Equation
11), the value of the capillary pressure cannot be too high
in an iteration step for the flash calculation. In our algo-
rithm, the capillary pressure is increased gradually by a

factor of 1
α

in the iterations. The value of α generally used
is 10.

2.2. Flash with critical point shift
As explained in the introduction, the flash with shift of

critical point is the second main method used in the literature
[27, 16, 28, 29, 17, 25, 23]. This method does not need a
modification of the standard flash. Only the input parameters
such as critical temperature Tci and critical pressure Pci have
to be modified for each components i and a given pore size.
The challenge is to get accurate correlations of the evolution
of critical properties versus pore size. Thanks to the molecular
simulation study performed by Sobecki et al. [49], two correla-
tions, one for critical temperature and one for critical pressure
have been validated using molecular simulation results as
reference. The correlation of Jin et al. [28] (Equation 37) is
used for critical temperature and the one from Meyra et al.
[30] (Equation 35) is used for critical pressure evolution versus
pore size. These correlations have been validated for pure
components. It is considered that these correlations are still
valid for a lumped fluid. Furthermore, they are extensible for
mixture, i.e. they can model the critical point of the mixtures
numerically by the mean of the EOS [49]. It is important to
mention that this method is not rigorous from the physical
sense. The critical pressure and temperature are intrinsic
properties of molecules. Their modification alters the fluid and
modify transport and volumetric properties in the single phase.
This method could be improved by considering a change of the
acentric factor of each molecules.

The two methods of flash with capillary pressure and shift
with critical point can also be used together. In that case the
correlations are used to calculate critical pressure and tempera-
ture for a specific pore size, then these input values are used in
the flash with capillary pressure detailed in Section 2.1.

2.3. Comparison to molecular simulation results
The thermodynamic properties at liquid/vapor equilibrium of

confined hydrocarbon mixtures obtained using molecular simu-
lation [49] are considered as reference data for the evaluation of
the different EOS modification presented in Section 2.1 and 2.2.
The effect of confinement on fluid properties can be observed
in Figure 2 and 3. The bulk results are represented in black
crosses (Gibbs Ensemble Monte Carlo (GEMC) NPT molecu-
lar simulation) and the confined fluid results are represented in
red circles (confined GEMC NVT molecular simulation). The
details about the GEMC simulation in the isotherm-isobar en-
semble (NPT) and the canonical ensemble (NVT) are given in
Sobecki et al. [49]. The vapor density increases and the liquid
density decreases with confinement (Figure 2 and 3 right). The
critical pressure decreases with a value bellow the bulk value
and the bubble point decreases whereas the dew point increases
with confinement (Figure 2 and 3 left). The three main methods
used in the literature such as flash with capillary pressure, flash
with shift of critical point and flash with both methods used to-
gether have been compared with molecular simulation results
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Figure 1: Algorithm of the flash with capillary pressure.

for methane/ethane in a 3 nm slit pore at 240K (Figure 2) and
for ethane/n-pentane in a 3 nm slit pore at 370K (Figure 3).

The Peng-Robinson EOS (black curves) match very well the
molecular simulation results for a bulk fluid. The objective here
is to find a good modified EOS which has the best possible
match with confined molecular results. For the flash simula-
tions with capillary pressure, gas pressure is used as reference
in the algorithm (Figure 1) instead of oil because the mixtures
are mainly composed of light components. In comparison with
the results for a bulk fluid (black curves), the results using the
flash with capillary pressure method (blue curves) show a lower
bubble point and dew point. The phase envelope is like rotating
around the bulk critical point. The critical point is constant with
confinement because the fluid is monophasic in that state and
then capillary pressure is equal to zero. Vapor density is almost
the same than the bulk fluid and liquid density decreases com-
pared to the bulk fluid. The flash with critical point shift (green
curves) uses two different correlations for critical temperature
and pressure as explained in Section 2.2. The bubble point de-
creases or increases compared to the bulk fluid according to the
mixture composition and the dew point increases. The vapor
density increases and the liquid density decreases compared to
the bulk fluid. Overall the flash with shift of critical point gives
better results than the flash with capillary pressure for these two
examples. But the method of flash with capillary pressure and
shift of critical properties (purple curve) is the most suitable
method for matching the reference molecular simulation data
of methane/ethane and ethane/n-pentnae in 3 nm slit pore (red
circles). For the two mixtures studied, the match is very good
for the phase envelope but some improvement must be done for
the density. A volume correction such as Péneloux et al. [61]
which is independent of the flash calculation can be used. How-

ever, this modification is out of the scope of the present paper.

3. Matrix/fracture interaction with pore size distribution

The flash with capillary pressure presented in Section 2.1 has
been included in a reservoir simulator [62, 63]. In this Section,
the mathematical model of the compositional simulator will be
presented for a single porosity model. Then some simulations
for different matrix block geometries with different pore size
distribution are performed and results are analyzed.

3.1. Mathematical model

The single porosity compositional model is based on the
mole conservation equation of every hydrocarbon component
i and water. {

∂Mi

∂ t = F i +qi

∂Mw

∂ t = Fw +qw (13)

where i represents the hydrocarbon components (total number
nc) and w the water component.

The mass balance equation is evaluated by moles. The
accumulation term Mi describes the variation of mole per unit
of volume and time. It is equal to the mole flux exchange term
F i plus the internal sink/source term per unit of volume qi for
each component. We consider that there is no mole transfer
between hydrocarbon (oil and gas) phases and water phase.
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Figure 2: Comparison of EOS modifications with molecular simulation results for methane/ethane mixture at 240K in a 3nm slit pore obtained from Sobecki et al.
[49]. The graphs represent pressure versus ethane liquid molar fraction (left) and pressure versus methane/ethane density (right). EOS bulk corresponds to the
results obtained from standard EOS. CP corresponds to critical point. NPT bulk and NVT H=3nm correspond to the results obtained from molecular simulation for
a bulk fluid in the NPT ensemble and a fluid confined in a 3nm slit pore in the NVT ensemble respectively (see Sobecki et al. [49]). EOS + Pcap corresponds to a
flash with capillary pressure with a 3nm pore length. EOS + shift corresponds to a flash with shift of critical pressure and temperature following the Meyra et al.
[30] and Jin et al. [28] correlation respectively with a 3nm pore length. EOS + Pcap + shift corresponds to both methods used at the same time.

0.2 0.4 0.6 0.8 1.0
xC5H12, yC5H12

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Bu
lk

 p
re

ss
ur

e 
(M

Pa
)

EOS bulk
NPT bulk
CP NPT bulk
NVT H=3nm
CP NVT H=3nm
EOS + Pcap
EOS + shift
EOS + Pcap + shift

0 100 200 300 400 500
C2H6 C5H12(kg/m3)

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Bu
lk

 p
re

ss
ur

e 
(M

Pa
)

EOS bulk
NPT bulk
CP NPT bulk
NVT H=3nm
CP NVT H=3nm
EOS + Pcap
EOS + shift
EOS + Pcap + shift

Figure 3: Comparison of EOS modifications with molecular simulation results for ethane/n-pentane mixture at 370K in a 3nm slit pore obtained from Sobecki et al.
[49]. The graphs represent pressure versus n-pentane liquid molar fraction (left) and pressure versus ethane/n-pentane density (right). EOS bulk corresponds to the
results obtained from standard EOS. CP corresponds to critical point. NPT bulk and NVT H=3nm correspond to the results obtained from molecular simulation for
a bulk fluid in the NPT ensemble and a fluid confined in a 3nm slit pore in the NVT ensemble respectively (see Sobecki et al. [49]). EOS + Pcap corresponds to a
flash with capillary pressure with a 3nm pore length. EOS + shift corresponds to a flash with shift of critical pressure and temperature following the Meyra et al.
[30] and Jin et al. [28] correlation respectively with a 3nm pore length. EOS + Pcap + shift corresponds to both methods used at the same time.

The accumulation term of the hydrocarbon components i and
water is expressed by:{

Mi = ε(ρoSoxi +ρgSgyi)

Mw = ερwSw
(14)

with ε: the reservoir porosity, ρo and ρg: the oil and gas molar

densities, So and Sg: the oil and gas saturations, xi and yi: the
oil and gas molar fraction of each components. ρw: water
molar density, So: oil saturation.

The mole flux from molecular diffusion is considered neg-
ligible. Therefore the mole flux for each hydrocarbon compo-
nents i and water is calculated from Darcy flow by the following
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equation: {
F i =−∇ . (ρoxi~vo +ρgyi~vg)

Fw =−∇ . (ρw~vw)
(15)

~vφ is the Darcy velocity of each phase φ=o, g, w: oil, gas and
water:

~vφ =
kkrφ

µφ

∇(pφ −ρφ gZres) (16)

with k: reservoir absolute permeability, krφ : relative perme-
ability of phase φ , µφ : viscosity of phase φ , pφ : pressure of
phase φ , g: gravity coefficient, Zres: reservoir depth.

The liquid and gas viscosities are calculated using the
correlation from Lohrenz et al. [64]. The viscosity of water is
considered constant or implemented by a table.

The governing equations of the flow of each fluid component
are fully implicitly discretized using finite-volume method and
solved by the Newton-Raphson method.

3.2. Simulation setup

As shale gas and tight oil reservoirs are usually fractured, and
the nanopore physics impact only the fluid flows inside the ma-
trix medium and between the matrix and fracture transfer, we
will study the matrix-fracture exchange process in the scale of
a matrix block size. The pore size distribution (PSD) should be
considered in this matrix-fracture interaction where the fracture
are explicitly discretized.

In order to study the impact of the PSD on reservoir produc-
tion, a synthetic reservoir case representing the matrix/fracture
interaction has been built with different PSD. The synthetic case
is a two dimensional single porosity model representing the ma-
trix/fracture exchange. Pressure in the fracture is maintained at
a constant value of 100 bar and only oil and water are present at
the initial condition. The initial pressure is 200 bar in the matrix
block and depletion is simulated to model flow from the matrix
towards the fracture. Bakken oil [6, 19] is used for the sim-
ulations and the different compositional parameters are given
in Table 3 and Table 4. For information, bubble point of the
bulk fluid at the reservoir temperature of 373.15 K is 176.7 bar.
All the simulation parameters are summarized in Table 5. The
permeability of the matrix has been chosen to be 100 nD in
accordance with works from Wang and Reed [65].

Table 3: Compositional data for Bakken oil

Component zi pc Tc Mi ωi Vc
(MPa) (K) (kg/kgmol) (m3/kgmol)

C1 0.36736 4.599 190.56 16.04 0.0115 0.0986
C2 0.14885 4.872 305.32 30.07 0.0995 0.1455
C3 0.09334 4.248 369.83 44.10 0.1523 0.2000
C4 0.05751 3.796 425.12 58.12 0.2002 0.2550

C5-C6 0.06406 3.181 486.38 78.30 0.2684 0.3365
C7-C12 0.15854 2.505 585.14 120.56 0.4291 0.5500
C13-C21 0.0733 1.721 740.05 220.72 0.7203 0.9483
C22-C80 0.03707 1.311 1024.72 443.52 1.0159 2.2474

Table 4: Binary interaction parameters for Bakken oil

C1 C2 C3 C4 C5-C6 C7-C12 C13-C21 C22-C80
C1 0 0.005 0.0035 0.0035 0.0037 0.0033 0.0033 0.0033
C2 0.005 0 0.0031 0.0031 0.0031 0.0026 0.0026 0.0026
C3 0.0035 0.0031 0 0 0 0 0 0
C4 0.0035 0.0031 0 0 0 0 0 0

C5-C6 0.0037 0.0031 0 0 0 0 0 0
C7-C12 0.0033 0.0026 0 0 0 0 0 0
C13-C21 0.0033 0.0026 0 0 0 0 0 0
C22-C80 0.0033 0.0026 0 0 0 0 0 0

Table 5: Simulation parameters

Matrix Fracture

k(D) 10−7 10
porosity facies dependent 1

Initial pressure (bar) 200
Initial temperature (K) 373.15

Initial water saturation Swi 0.3
Fracture pressure (bar) 100

The matrix PSD is divided into three facies corresponding to
different ranges of pore size and porosities (Table 6). Facies 1
corresponds to the small pores with pore radius ranging from
2 to 10nm, Facies 2 corresponds to pores from 10 to 100nm
and Facies 3 corresponds to pore radius above 100 nm, where
confinement has no effect on the fluid phase behavior which
is therefore considered as a bulk fluid. The PSD in Facies 1
and 2 is generated by a lognormal distribution with a mean of
3 and a standard deviation of 1 (Figure 4). Five PSD are con-
sidered in the matrix, which correspond to different fractions
of the three facies (Table 7). The Table 7 gives the geomet-
ric volume fraction v f i of each Facies i and the pore volume
fraction vp f i =

v f iε f i
∑i v f iε f i

of each Facies i. The distribution D2
corresponds to the PSD of a typical shale reservoir studied by
Kuila and Prasad [66] and interpreted by Alharthy et al. [16].
Five realizations d1, d2, d3, d4, d5 for each of the five PSD:
D1, D2, D3, D4 and D5 are generated. Then, in total, twenty
five realizations are obtained. A pore radius of 100 nm cor-
responds to a bulk fluid without confinement effect. It is as-
sumed that the three facies have the same relative permeability
but different capillary pressures (Figure 5). Capillary pressure
is assigned according to the pore size, the Facies 3 which cor-
responds to bulk fluid has zero capillary pressure unlike Facies
1 and 2 (Figure 5).

Table 6: Pore size distribution properties

Facies Pore size (nm) porosity
1 2-10 ε f 1=0.02
2 10-100 ε f 2=0.05
3 > 100 ε f 3=0.1

The two commonly used methods of flash with capillary
pressure (Section 2.1) and flash with critical properties shift
(Section 2.2) have been chosen for the PVT modeling of the
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Table 7: Grid volume and pore volume per facies for the different distributions
‘D’

Distribution Geometric volume fraction (%) Pore volume fraction (%)

Facies 1 Facies 2 Facies 3 Facies 1 Facies 2 Facies 3
(v f 1) (v f 2) (v f 3) (vp f 1) (vp f 2) (vp f 3)

D1 10 20 70 2.5 12 85.5
D2 19 22 59 5 15 80
D3 20 40 40 6 31 63
D4 25 45 30 9 39 52
D5 35 50 15 15 53 32

Figure 4: Histogram of an example of a PSD sample for Facies 1 (left) and 2
(right) using the log-normal law distribution with a mean of 3 nm and a standard
deviation of 1 nm.

fluid in Facies 1 and 2. The fluid in Facies 3 is considered to
have no confinement effect, then the flash is not modified.

3.3. Simulation of matrix/fracture transfer with fine grid

A tight matrix rock of 20m length, 20m width and 0.2m
thickness (in yellow Figure 6) is surrounded by a fracture of
0.001m width (in purple Figure 6). In order to get reliable re-
sults, the grid is very fine with grid cells of 0.2x0.2x0.2m. The
parameters of the geometry are summarized in Table 8.

Table 8: Geometry parameters (block size 20x20m)

Matrix Fracture

Number of cells 100x100x1 404
dx/dy/dz (m) 0.2/0.2/0.2 0.001/0.2/0.2

or 0.2/0.001/0.2

An example of one of the five realizations d1 for distribution
D2 is showed in Figure 7. The left part of the figure corre-
sponds to one of the five realizations of the spacial distribution
of the three facies: 1, 2, 3 for D2. The Facies 0 corresponds
to the fracture. The right part of the figure corresponds to the
pore size values in these three facies.

Before showing production results for different pore size dis-
tributions detailed in the previous section, results of recovery
factor and GOR for homogeneous pore size inside the matrix
are presented in Figure 8 for the same simulation setup. This is

currently the commonly used method in the literature for con-
sidering PSD [50, 29, 51, 23, 24]. The simulation for the bulk
fluid has no capillary pressure and no modification of the flash.
The simulations for homogeneous pore size inside the matrix
have no capillary pressure for fluid flow and a modified flash
with capillary pressure (Section 2.1) in the matrix. The con-
finement reduces the gas-oil ratio (GOR) and keeps it constant
for a longer time, which is consistent with observations on the
field and in the literature (see introduction). As gas apparition is
postponed during depletion because of the reduction of bubble
point, confinement decreases the gas accumulation. Further-
more, the oil keeps its low density and viscosity for a longer
time during depletion because its light components stay in the
liquid phase. Then confinement helps to produce more oil but
gas apparition also allows to keep the reservoir pressure high.
That is why 3nm and 5nm confinement cases produce less oil
than the bulk case.

Considering a single average radius inside the matrix for
a PSD in the scale of a matrix block has been used by many
authors in the literature [50, 29, 51, 23, 24]. But this approach
is not accurate as heterogeneity of capillary pressure and pore
size dependent PVT behavior is not taken into account. That
is why in this work, the PSD is explicitly described with one
pore radius in each cells at very fine scale. As explained in the
previous section, five simulations corresponding to different
realizations have been performed for each distribution D.
Figure 27 in Appendix 9.2 is an example of the production
results for the five realizations of D1. Although spacial
heterogeneity of PSD, capillary pressure and PVT behavior are
different due to extremely small pore sizes, the results are quite
similar for each of the five realizations ‘d’. This is because the
pore size realization is not spatially correlated and this kind of
distributions can be homogenized in the considered volume,
which is a representative element volume. In order to compare
the different distributions ‘D’, the production data of the five
realizations of each ‘D’ is represented by their average value
P50 (percentile 50). We first present the results with flash with
capillary pressure used for PVT modeling for Facies 1 and 2.

The gas and oil recovery factors and the gas-oil ratio (GOR)
of the different distributions D are compared to the same case
simulations using a bulk fluid in Figure 9. The bulk fluid is rep-
resented with zero capillary pressure in the entire matrix and
no modification of the flash. As the porosities are different
for each distributions D, the simulation production results for
a bulk fluid are also different. For all cases, the oil production
increases, the gas production and the GOR decreases with fluid
confinement in comparison with the bulk fluid results. Two
different effects are present and can explain this observation:
the capillary pressure heterogeneity and the pore size depen-
dent PVT modeling of the fluid. The capillary pressure hetero-
geneity slows down or even stop the gas flow from Facies 3 to
fractures. The Facies 3 gathers the most of the fluid because
it represents the largest volume of the matrix. In its flow from
matrix to fracture, the gas mainly present in Facies 3 will flow
through Facies 2 and Facies 1 where the capillary pressure is
very high. As there is no capillary pressure in Facies 3, a large
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Figure 5: oil/water relative permeability (left), oil/gas relative permeability (center) and capillary pressure curves (right).

Figure 6: Simulation geometry for the matrix/fracture interaction. Matrix is
represented in yellow and fractures are represented in purple around the matrix.

Figure 7: Example of facies (left) and pore size distribution (right) for D2.

volume of gas stays stuck in Facies 3. The matrix pressure will
then be maintained for a longer time. Therefore gas produc-
tion decreases and oil production increases, then the GOR does
not increase. The results are consistent with field observations
of constant production GOR during depletion [67, 68, 6, 7].
On the other hand the modification of the flash with capillary
pressure decreases the bubble point of the oil. Gas apparition
is then postponed during depletion and oil stays lighter for a
longer time, which leads to the same conclusion for production
results: decrease of gas production, increase of oil production
and constant GOR which is consistent with field observations
[67, 68, 6, 7]. These two effects of capillary pressure hetero-
geneity blocking gas volume in large pores and modified PVT
behavior effect postponing gas apparition can be seen in Figure
10. Indeed we can see an heterogeneity of the gas pressure field
and the gas saturation field from the center of the matrix to the

fracture. Given areas have high gas pressure and saturation.
Lets focus now on the comparison of the P50 value of reser-

voir production for the different distributions D (Figure 9).
When the volume fraction of nanopores of Facies 1 and 2 in-
creases (i.e. from D1 to D5), the production of oil increases
until D4 and then decreases. Furthermore the gas production
and the GOR decreases until D3 or D4 (they have almost the
same P50) and then increases. The capillary pressure hetero-
geneity has a strong impact on production for low percentage of
nanopores in the matrix because large volume of Facies 3 might
be surrounded by Facies 1 and 2 where the capillary pressure is
very high. Then important volume of gas stays stuck in Facies
3. When the percentage of nanopores becomes important (D4,
D5), the volume of Facies 3 surrounded by Facies 1 and 2 is
very small and no gas entrapment occurs. However the volume
of cells with lower bubble point due to modified PVT modeling
becomes significant to impact the production. For the studied
cases it seems that the impact on production of capillary pres-
sure heterogeneity is more important than confined fluid PVT
behavior. This could explain the trend inversion of the curves
from D4 to D5 seen in Figure 9.

The impact of pore size dependent PVT modeling can
be analyzed by comparing reservoir simulation models with
capillary pressure heterogeneity with and without confined
fluid PVT model. A simulation without confined fluid PVT
model corresponds to a classic flash for a bulk fluid. Figure 11
shows the difference between these two models for d1, one of
the five realizations. The two different models are quite similar
from D1 to D3 which mean that modified PVT modeling has no
strong impact on production for such distributions. However
for D4 and especially D5 with higher volume fraction of
nanopores in the matrix, the difference between the two models
is significant. This means that pore radius dependent EOS has
an important impact on production for these distributions with
high volume fraction of nanopores.

The production results for the five different distributions ‘D’
are now presented with flash with shifted critical pressure and
temperature (see details in Section 2.2) used for the PVT mod-
eling of Facies 1 and 2 (Figure 28 in Appendix 9.2). The con-
clusions are similar to the case with a flash with capillary pres-
sure. Compared to the flash with bulk fluid, the oil produc-
tion increases, the gas production and the GOR decreases with
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Figure 8: Production results for homogeneous pore size. The graphs represent gas recovery factor versus time (left), oil recovery factor versus time (center) and
gas-oil ratio versus time (right).

Figure 9: Comparison of production results for the different distributions D for bulk and confined fluid with a flash with capillary pressure (P50 Pcap). The graphs
represent gas recovery factor versus time (left), oil recovery factor versus time (center) and gas-oil ratio versus time (right).

Figure 10: Example of gas pressure field (left) and gas saturation field (right)
for distribution D1 d1 at 2960 days.

fluid confinement. However it is important to note that chang-
ing critical pressure and temperature alters the fluid which pro-
vides a different initial mass, transport and volumetric proper-
ties in the single phase compared to bulk. Comparing results
for a bulk fluid and different distributions ‘D’ might then not
be very proper. That is why we plot and compare the recov-
ery factors. Concerning the evolution of production against the
increase nano-pores volume fraction (from D1 to D5), the ob-
servations are also the same. The production of oil increases
until D4 and then decreases, the production of gas and the GOR
decreases until D3 and then increases. The explanations used
for the case of flash with capillary pressure are applicable to the
case of flash with critical point shift.

The comparison of the production results for the two flash

methodologies (flash with capillary pressure and flash with
critical point shift) is shown Figure 12. The results for D1,
D2 and D3 are very similar. Indeed the small pores have
a low volume fraction inside the matrix, so the impact of
modified PVT modeling is negligible compare to capillary
pressure heterogeneity. However for D4 and D5 with a higher
proportion of nanopores, the difference is quite significant
because the two modified PVT models are different.

The same simulations for the five distributions ‘D’ have been
performed for a different matrix/fracture geometry with a ma-
trix block size of 40x10 m. The geometry is also made up of
a tight matrix surrounded by a fracture. The dimensions and
the number of cells are summarized Table 9. All the simula-
tion setups are the same as detailed in Section 3.2. The simu-
lation results of the new matrix block size of 40x10 m is pre-
sented in Appendix 9.2 Figure 29. The flash with capillary pres-
sure methodology is used. The trend of the production curves
for the different distributions are similar to the initial geometry
with the matrix block size of 20x20 m, but with a different time
scale.

The simulations using a flash with capillary pressure and crit-
ical point shift have also been performed, but we encountered
some convergence issues on this example. Hence, although the
flash with both capillary pressure and shift of critical properties
has been proven as the best way to model the confined fluid
behavior in Section 2, the flash with only capillary pressure
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Figure 11: Impact of modified EOS on production. The full lines correspond to simulation results for a case with capillary pressure heterogeneity in the matrix and
flash with capillary pressure for the different distribution D. The dotted lines correspond to simulation results for a case with capillary pressure heterogeneity in the
matrix and a standard flash without confinement effect for different distribution D. The graphs represent gas recovery factor versus time (left), oil recovery factor
versus time (center) and gas-oil ratio versus time (right).

Figure 12: Comparison of production results for different distributions ‘D’ between flash with capillary pressure (Pcap) and flash with critical point shift (Shift).
The graphs represent gas recovery factor versus time (left), oil recovery factor versus time (center) and gas-oil ratio versus time (right).

Table 9: Geometry parameters (block size 40x10m)

Matrix Fracture

Number of cells 400x100x1 1004
dx/dy/dz (m) 0.1/0.1/0.1 0.001/0.1/0.1

or 0.1/0.001/0.1

will be used for the investigation and development of upscal-
ing methodologies in the next section. The choice of a thermo-
dynamic model has no impact on the validity of the upscaling
technique for the triple-porosity model presented hereafter.

4. Reservoir simulation in a large scale

The matrix/fracture exchange modeling is crucial for accu-
rate tight oil and shale gas reservoir production forecasting. In
order to perform large scale reservoir simulations, large grid-
blocks are required, and upscaling methodologies must be de-
veloped because of computational constraints and very detailed
characterization of matrix and fracture spacial distribution and
geometries. The upscaling of the matrix/fracture interaction
is more complex than that in conventional reservoirs because
of low matrix permeability and very heterogeneous PSD with

pore radius dependent PVT. Some methodologies are proposed
in the literature. The previous study of matrix/fracture inter-
action at very fine scale in Section 3 gives reference results to
investigate upscaling methodologies. The first part 4.1 of this
section therefore presents and investigates the different upscal-
ing methodologies proposed in the literature. Then a new triple
porosity model is proposed and its mathematical model is de-
tailed in Section 4.2. The upscaling methodology of the triple
porosity and its validation by the reference results is presented
in Section 4.3.

4.1. Dual porosity and MINC methodologies

The dual-porosity model was originally developed by Baren-
blatt et al. [69] and Warren and Root [70]. It represents a frac-
tured reservoir with two media: matrix and fracture. In a grid,
any matrix cell is associated to a fracture cell located at the
same grid location. Matrix and fracture grids are identical and
superposed. In a given cell, there are N identical matrix block
and each one behaves as a block located at the center of the cell.

The MINC model stands for ‘Multiple INteracting Continua’
and has been developed by Pruess and Karasaki [71] and Pruess
[72]. The MINC model is an extension of the dual porosity
model as it divides the matrix block into a series of nested vol-
ume on the basis of the distance from the nearest fracture. It al-
lows to take into account the transient state of the flow between
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matrix and fracture which can be very long for low permeabil-
ity reservoirs [73]. MINC method treats the problem entirely
by numerical methods in a fully transient way. It consists in a
fully transient representation of the inter-porosity flow.

4.1.1. Homogeneous case
The matrix-fracture transfer modeling using dual-porosity

model and MINC method is first investigated for an homoge-
neous case with bulk fluid, ie without pore size dependent PVT
model. These methods are illustrated Figure 13 for the case of
the matrix block size of 20x20m presented in Section 3.2. The
production results for a bulk fluid of these two models are com-
pared to the fine grid reference results in Figure 14. The dual
porosity model (D2 2P) is unable to match the fine grid results
(Bulk fine). On the contrary the method with ten matrix MINC
discretizations (2P MINC 10) matches very well the bulk fine
grid results. As the permeability of the matrix is very low, the
fracture-matrix interaction shows a long-lasting transient flow
[73]. The quasi-steady state flow assumption of the dual poros-
ity model is therefore unsuitable to model the matrix-fracture
interaction. The more rigorous MINC concept is adapted as a
generalization of the dual-continuum model. It describes pres-
sure gradient between fractures and matrix by further subdivid-
ing individual blocks.

Figure 13: Dual porosity model with and without MINC matrix discretization.

Different shape factor for the dual-porosity simulation have
also been tried, and none of them can match the reference solu-
tion. The dual porosity model with MINC discretization allows
to match the fine grid results of matrix/fracture transfer for a
bulk fluid. This model will then be used to investigate the up-
scaling methodologies of the PSD for a fluid with pore radius
dependent PVT.

4.1.2. Heterogeneous case
In the literature two main methods are used for the upscaling

of the PSD: the first one considers an average pore radius to
account for the PSD and the second one considers a saturation
dependent capillary pressure in the flash calculation (Section

2.1). Here, we use these methods to the distribution D2 for
the case with matrix block size of 20x20m (Section 3.2). The
flash used for the upscaling methodologies is either a flash with
capillary pressure and average radius or a flash with an effective
radius function of oil saturation (Figure 30 in Appendix 9.3.1).
The production results for a confined fluid in the distribution
D2 are given in Figure 15 for the reference fine grid simulation
(D2 P50), for different average radius (D2 DP MINC 10) and
the effective radius (D2 DP MINC 10 r eff).

No average pore radius from 5 nm to 100 nm is able to match
the fine grid results. For GOR production the average radius
should be between 5 nm and 10 nm. This range of values is
impossible to match the reference results for gas and oil pro-
duction. Therefore upscaling the PSD using an average pore
radius seems not to be adapted. The effective radius method
gives results very similar to the case of a pore radius of 100
nm. We have seen in Section 3.3 that the confinement effect
is negligible for a flash with capillary pressure and pore radius
above 100 nm. The results are similar to a flash without con-
finement modeling a bulk fluid. As the gas saturation in the
matrix is low during depletion, the effective radius value is high
and a large volume fraction of small pores is neglected. The ef-
fective radius method is therefore not adapted to upscale the
PSD. None of the upscaling methodologies proposed in the lit-
erature are able to match the fine grid production results of a
matrix/fracture transfer with a PSD and pore radius dependent
PVT. A new triple porosity upscaling methodology is therefore
developed in this work.

4.2. New triple porosity model

Multi-porosity models such as triple porosity model have
been used in the literature for different applications. There are a
lot of studies in hydrology aiming to model the matrix/fracture
exchange. Matrix and fractures media are subdivided into sev-
eral media in order to improve the model accuracy because of
the presence of cavities [74] or fractures of different scales [75].
These models have also been used for unconventional reservoir
in order to account for the different gas flow regime in function
of their Knudsen number and therefore the pore size in the ma-
trix [76, 77]. Only Alfi et al. [54] used a triple porosity model
to take into account the confined fluid behavior function of pore
size and what he called the sieving effect. That method is in-
teresting but seems to have several drawbacks as explained in
introduction.

4.2.1. Concept
The idea developed in this work is to conceptualize the ma-

trix/fracture transfer with a PSD into three media: fractures,
small pores and large pores. The source of the flow is consid-
ered to be mainly in large pores because they gather the largest
volume of hydrocarbons. Then in the flow from large pores
to fractures, the fluid flows across small pores which surround
large pores to finally be produced through the fractures. In
other words, the model considers that flow occurs from large
pores to fractures through small pores as illustrated in Figure
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Figure 14: Production results for a bulk fluid corresponding to distribution D2 using single porosity fine grid model (fine) and standard dual porosity model (2P)
and MINC (2P MINC) matrix discretization. The graphs represent gas recovery factor versus time (left), oil recovery factor versus time (center) and gas-oil ratio
versus time (right).

Figure 15: Production results for distribution D2 using single porosity fine grid model (D2 P50), dual porosity model with MINC matrix discretization (D2 DP
MINC 10) and effective radius (D2 DP MINC 10 r eff). The graphs represent gas recovery factor versus time (left), oil recovery factor versus time (center) and
gas-oil ratio versus time (right).

16. The direct flow between large pores and fractures is ne-
glected. Peng-Robinson EOS is used in large pores and frac-
tures, and the modified Peng-Robinson with capillary pressure
is used in small pores (Section 2.1). The capillary pressure used
for flow calculation is equal to zero in large pores and it is func-
tion of saturation in small pores. The fluid which is predom-
inantly present in large pores must go through small pores to
join the fractures. As the gas-oil capillary pressure of small
pore is higher than large pores, the gas flow up to the fracture is
slowed down. Furthermore as the PVT model of the small pore
is pore size dependent, then the gas apparition is postponed dur-
ing depletion. Therefore the two effects of capillary pressure
heterogeneity and the confined fluid PVT behavior detailed in
Section 3.3 are taken into account in the triple porosity model.
The three subdomains have their own porosity and permeability
respecting the fine grid properties.

4.2.2. Mathematical model

Contrary to the dual-media model, the flow is calculated in
three media: large pores, small pores and fracture considering
mass transfer between them. The mole conservation equation of
every components i for each media: large pores (L), small pores
(S) and fractures (F) is expressed by the following equations in
moles per unit of volume.


∂Mi

L
∂ t = F i

L−F i
LS

∂Mi
S

∂ t = F i
S +F i

LS−F i
SF

∂Mi
F

∂ t = F i
F +qi

F +F i
SF

(17)

where Mi
L,M

i
S,M

i
F are the accumulation terms of the com-

ponent i in the media L, S and F respectively. F i
L,F

i
S,F

i
F are

the mole flux exchange of component i in each media. F i
LS

is the mole flux between large pores to small pores and F i
SF

is the mole flux between small pores to fractures. qi
F is the

internal sink/source term per unit of volume for component i
in the fracture. We have similar model for the water component.

The sink/source terms in large pores and small pores are
neglected as we consider that the majority of the produc-
tion/injection occurs in fractures. The large pore medium gives
a mole flux F i

LS to the small pore medium. The small pore
medium receives mole flux from large pores F i

LS and gives
mole flux to fracture F i

SF . Finally the fracture medium received
mole flux from small pores F i

SF . The flow model we consider
between media explains the additional mole flux terms in the
Equation 17.

The accumulation term of the hydrocarbon component i for
each medium ξ = L,S,F is expressed by:
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Figure 16: Schematic of triple porosity model for one matrix/fracture block.

{
Mi

ξ
= εξ (ρoSoxi +ρgSgyi)ξ

Mw
ξ
= εξ (ρwSw)ξ

(18)

As in single porosity model, the mole flux for each hydro-
carbon component i and water for each medium ξ = L,S,F is
calculated from Darcy flow by the following equation:{

F i
ξ
=−∇ . (ρoxi~vo +ρgyi~vg)ξ

Fw
ξ
=−∇ . (ρw~vw)ξ

(19)

The mole flux terms between media F i
LS and F i

SF are not easy
to express analytically. They can be expressed in a discrete
form. A finite-volume based method is used for the space dis-
cretization of the system of Equation 17. The mole flux terms
per unit of volume F i

LS and F i
SF can therefore be expressed in

their spacial discretization form. Their expression will be de-
tailed in the next section.

4.2.3. Discretization of the model
The main concept and mathematical model of the triple

porosity approach have been given in the previous section. The
details of the model and the flux term calculation are now pre-
sented. The large pore and small pore media are subdivided
into several nested meshes using the MINC methodology as il-
lustrated Figure 17 left for two different reasons. Firtly, the
discretization of the matrix allows to take into account the long
transient state of the flow between matrix and fracture because
of the very low matrix permeability. Secondly, in order to well
reflect the flow at fine scale, the triple porosity model also con-
siders internal flow between large and small pores. In the flow
from large pore to the fracture, the fluid can flow directly to
small pores or continue to flow in another large pore media be-
fore finally flow to small pores. In the model, an exchange term
is given between the large and small pores for each MINC vol-
ume j. The flow between small pores and fractures is only pos-
sible for the out-most small pore MINC volume. This flux is
similar to the standard MINC model.

On each MINC volume j, the system of Equations 17 can be
written in a discretized form in both large and small pore for
each component i.


∂Mi

L, j
∂ t = F i

L, j−F i
LS, j

∂Mi
S, j

∂ t = F i
S, j +F i

LS, j−F i
SF

(20)

The flux terms are calculated using their spacial discretiza-
tion form. Let’s take an example of a two dimension rectangular
matrix block of dimension Lx1×Ly1 with isotropic permeability
as illustrated Figure 17. The flux between two MINC volumes
j and j + 1 of a matrix block inside the large pores and small
pores medium ξ = L,S for the components i is:


f i
ξ , j, j+1 =−γ

ξ

j, j+1[(ρoxiλo)
j+1
ξ

(Ψ
ξ , j
o −Ψ

ξ , j+1
o )

+(ρgyiλg)
j+1
ξ

(Ψ
ξ , j
g −Ψ

ξ , j+1
g )]

f w
ξ , j, j+1 =−γ

ξ

j, j+1(ρwλw)
j+1
ξ

(Ψ
ξ , j
w −Ψ

ξ , j+1
w )

(21)

γ
ξ

j, j+1 =
A j, j+1kξ

d j, j+1
(22)

with A j, j+1 = 2(Lx j + Ly j)(dz) is the area surrounding a
MINC volume j. γ

ξ

j, j+1 the transmissivity between two MINC
volumes j and j + 1 of the medium ξ = S,L, ie large pores
or small pores. d j, j+1 is the distance between two MINC
volume j and j + 1. These parameters are illustrated Figure
17 right. kξ is the permeability of the medium ξ = S,L which
is constant for a medium. λφ =

krφ

µφ
is the mobility of phase

φ . Ψ
ξ , j
φ

= [pφ − ρφ gZres]
ξ , j is the flow potential of phase φ

for the MINC volume j of the medium ξ = S,L. The terms
(ρoxiλo)

j+1
ξ

, (ρgyiλg)
j+1
ξ

and (ρwλw)
j+1
ξ

are computed with an
upstream scheme according to the potential values in large and
small pores (ξ = S,L).

The flux F i
ξ , j on each MINC volume j of medium ξ = S,L for

the component i is defined in the following equation for the two
dimensions case. It is similar to the MINC method. The number
of matrix blocks inside a cell is equal to Vcell

Vblock
with Vblock =

Lx1Ly1(dz).

F i
ξ , j =

Vcell

Vblock
( f i

ξ , j−1, j + f i
ξ , j, j+1) (23)
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Figure 17: Schematic of triple porosity model discretization for one matrix/fracture block.

The flux calculation between large pores and small pore me-
dia is a total novelty in this model. It is assumed that the trans-
fer is proportional to an intrinsic parameter α , representing the
average pore structure between large and small pores. More-
over, it is proportional to the average surface area perpendicular
to the flow direction and inversely proportional to the average
traveled distance along the flow direction in the MINC volume.
On a MINC volume j the flux is computed by:


F i

LS, j =−
Vcell

Vblock
γLS

j [(ρoxiλo)ξ , j(Ψ
S, j
o −Ψ

L, j
o )

+(ρgyiλg)ξ , j(Ψ
S, j
g −Ψ

L, j
g )]

Fw
LS, j =−

Vcell
Vblock

γLS
j (ρwλw)ξ , j(Ψ

S, j
p −Ψ

L, j
p )

(24)

γ
LS
j = α

Ã jkM

d̃ j
(25)

with γLS
j the transmissivity between the two media large pores

and small pores for a MINC volume j. kM is the permeability
in the matrix. Ã j =

2(Lx j+Ly j)+2(Lx j+1+Ly j+1)

2 (dz). d̃ j is the width
of MINC volume j. These parameters are illustrated Figure
17 right. The average pore structure parameter α depends
on PSD and is to be determined. ξ = S or L according to
the potential values in large and small pores (upstream scheme).

The flux between the small pore medium nearest MINC vol-
ume from the fracture and the fracture medium for components
i is approximated by:


F i

SF =− Vcell
Vblock

γSF [(ρoxiλo)ξ ,1(Ψ
F
o −Ψ

S,1
o )

+(ρgyiλg)ξ ,1(Ψ
F
g −Ψ

S,1
g )]

Fw
SF =− Vcell

Vblock
γSF(ρwλw)ξ , j(Ψ

F, j
p −Ψ

S,1
p )

(26)

γ
SF =

A0,1kSF

d0,1
(27)

with γSF the transmissivity between the outermost MINC
volume in the small pore medium and the fracture medium.
A0,1 = 2(Lx j + Ly j)(dz). The index j=0 corresponds to the
fracture and the index j = 1 corresponds to the nearest MINC
volume from the fracture. These parameters are illustrated
Figure 17 right. kSF is the average permeability between the
nearest MINC volume of small pores from the fracture and
the fracture medium. ξ = S or F according to the potentials
(upstream scheme).

It is important to only consider the small pore/fracture flow
through the nearest MINC subdivision from the fracture. At
fine scale only a small volume fraction of the matrix is in con-
tact with the fracture. A small volume fraction of large pores
or small pores must therefore be in contact with the fracture.
The contact between large pores and fracture is not considered
in this model. Indeed considering the flow from large pores
to fracture through small pores enables to model the stall phe-
nomenon observed at fine scale because of high capillary pres-
sure in small pores. Therefore only a small volume fraction
of small pores is considered in contact with the fracture. This
small fraction is modeled by the outermost MINC volume of
small pore medium.

The triple porosity model presented in this section has several
unknown parameters to be determined. These parameters are
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the pore structure parameter α which involves in the transmis-
sivity between the large pore and small pore media, the average
pore radius value used for the flash in the small pore medium,
the permeabilities and the porosities of small pore or large pore
medium. They can be matched using the fine grid results as ref-
erence. The strategy developed in this work is to use the fine
grid results to calibrate the triple porosity model.

4.3. Upscaling

4.3.1. Methodology
The triple-porosity coarse grid simulation is performed on

the same matrix block as the fine grid simulation presented in
Section 3.2. An initial pressure is given at the matrix media,
and a constant fixed pressure is imposed at the fractures. The
matrix-fracture exchange rates are considered as the matching
data. We will change various coarse grid triple-porosity
parameters to calibrate the transfer rates from the fine grid
simulations.

The fine grid model of matrix/fracture transfer with a block
size of 20x20m presented in Section 3.2 is used as reference
here for the calibration of the triple porosity model. The num-
ber of MINC discretization volumes used is the same than the
one used for the upscaling of the matrix/fracture interaction for
a bulk fluid in a dual porosity with MINC discretization in Sec-
tion 4.1. The number of MINC volumes used in the triple poros-
ity model is then ten. The large pore medium corresponds to
the volume fraction of the matrix without confinement effect
on the fluid. On the contrary the small pore medium includes
a flash with capillary pressure to take into account the confine-
ment effect on the fluid inside nanopores. Therefore the large
pore medium corresponds to the Facies 3 of the fine grid model
and the small pores medium corresponds to the Facies 1 and
2 of the fine grid model. The properties of the three Facies
are summarized in Table 6 in Section 3.2. Each distribution
‘D’ have different volume fraction of the three Facies (Table 7).
The volume of large pore and small pore media must therefore
be adapted for each distributions. The system of Equations 28
bellow gives the large pore and small pore volumes and porosi-
ties as a function of the matrix properties. The porous volume
of the matrix and the volume fraction of each Facies are con-
served. 

εMV M = εLV L + εSV S

εM = ε1v f 1 + ε2v f 2 + ε3v f 3

εS =
ε1v f 1+ε2v f 2

v f 1+v f 2

εL = ε3

V L = v f 3V M

V S = (v f 1 + v f 2)V M

(28)

where εM,εL,εS are the porosities of the matrix, large pore and
small pore medium respectively. V M,V L,V S are the volumes
of the matrix, large pore and small pore medium respectively.
v f 1,v f 2,v f 3 are the volume fractions of the Facies 1, 2, 3
respectively. Their values for each distribution ‘D’ are given in

Table 7 in Section 3.2.

To reduce the number of calibration parameters, we assume
that the flow between large pores and small pores is parallel.
That means that the permeability of the matrix is equal to the
sum of the permeabilities of small pores and large pores.

kM = kL + kS (29)

Here, the large pore permeability kL reflects the connection
between large pores, which are in reality separated by small
pores. It is also possible that there are not direct connection
between them. Other assumptions can also be used, for
example, the weighted harmonic average: V M

kM = V L

kL + V S

kS , but
this relation is not tested in this work.

Several calibration parameters are considered in the triple
porosity model in order to match the fine grid production re-
sults. The main parameters are firstly the pore radius r used in
the flash with capillary pressure (Section 2.1) performed in the
small pore medium. Secondly, the pore structure parameter α

in the flux between large pore and small pore media (Equation
25). Moreover, the permeability of the large pore medium kL

which gives the permeability in small pores medium kS thanks
to Equation 29. The small pore medium gathers Facies 1 and 2
which includes pores from 2 to 100 nm. The effect of confine-
ment is very low for pore radius higher than 50 nm (see Figure
8 in Section 3.3), so a volume fraction of fluid in the small pore
medium may behave almost like a fluid in large pore medium
without confinement effect. Therefore the volume fraction of
large pores medium v f 3 is also considered as a calibration pa-
rameter vL. In order to respect the pore volume conservation of
matrix, the porosity of the large pores medium is calculated by:

ε
L =

εM− (1− vL)ε
S

vL
(30)

with εS =
ε1v f 1+ε2v f 2

v f 1+v f 2
. So the porous volume of the matrix block

is unchanged, because εLV L+εSV S = εLvLV M+εS(1−vL)V M .
We replace εL by Equation 30 and we find εLV L + εSV S =
εMV M .

In conclusion there are four calibration parameters. Firstly,
the average pore radius used in the small pore medium flash r.
Secondly, the pore structure parameter α used in the transmis-
sibility between large pore and small pore media. Afterwards,
the large pore permeability kL, which reflects the connection
between different large pores. Finally, the large pore volume
fraction vL which is linked to the large pore porosity εL by
the system of Equations 30. The different parameters are
summarized Table 10.

4.3.2. numerical example
A calibration of the triple porosity model using the four cal-

ibrations parameters as variables has been performed for each
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Table 10: Calibration parameters of the triple porosity model

Calibration parameter meaning

r pore radius used in the flash with capillary
pressure performed in the small pore medium

α pore structure parameter used in the transmissibility between
large pore and small pore media (Equation 25)

kL permeability of the large pore medium
which is linked to kS (Equation 29)

vL large pore volume fraction in the matrix
which is linked to εL (Equation 30)

of the five distributions ‘D’. The values of the calibration pa-
rameters which allow to get a good match with the fine grid
production results are summarized Table 11 for every distribu-
tions ‘D’. A certain logic is observed in the evolution of calibra-
tion parameters versus the increasing volume fraction of nano-
pores from D1 to D5. The pore radius decreases from D1 to
D3 because the radius is representative of the volume fraction
of nano-pores in the matrix. The large pore medium perme-
ability decreases from D1 to D5 because at fine scale the vol-
ume of large pores surrounded by small pores decreases. There-
fore in the triple porosity model the fluid can flow directly from
large pores to small pores without internal flow inside large pore
medium. The average pore structure parameter α depends on
the PSD and the contact area between large and small pores.
The large pore volume fraction is not used as a fitting parame-
ter from D1 to D3, it is equal to the volume fraction of Facies 3
v f 3. The large pore volume fraction is increased for D4 and D5
in order to take into account the volume fraction of small pores
with relatively large radius whose fluid behaves like bulk. The
evolution of the different calibration parameters is not mono-
tonic from D1 to D5 because the large pore volume fraction of
D4 and D5 is modified.

Table 11: Calibration parameters

PSD r (nm) kL (nD) α vL(%) εL

D1 60 60 0.06 70 0.1
D2 6 60 0.08 59 0.1
D3 5 30 0.21 40 0.1
D4 7 0 0.14 40 0.0848
D5 10 0 0.08 40 0.061

The comparison between the calibrated triple porosity model
and the fine grid production results for the distribution D1 is
given Figure 18. It corresponds to the simulation case with
a matrix block size of 20x20m. The results for the others
distributions D2, D3, D4, D5 are given Figure 31 to 34 in
appendix 9.3.2. For all the distributions, the match between the
triple porosity (3P MINC 10) and the fine grid (P50) production
results is very satisfactory.

We believe that the four calibration parameters: r, α , kL and
vL for the triple porosity model depend mainly on the PSD.

They do not depend strongly on the matrix block size and form.
In the following, the same calibration parameters summarized
in Table 11 have been used for the rectangular matrix/fracture
configuration with matrix block sizes of 10x40m. This simula-
tion case has been presented in Section 3.3 and fine grid simu-
lations have been performed.

The comparison of triple porosity and fine grid production
results for matrix block size of 10x40m and for distribution
D1 is given Figure 19. The results for the other distributions
D2, D3, D4, D5 are given in the appendix 9.3.2 Figure 35 to 38.

The match between the triple porosity model and the fine
grid production results are very good for all the distributions
and for the different block sizes and matrix/fracture configura-
tions. Given a PSD, only one calibration of the triple poros-
ity model for a given matrix/fracture configuration is necessary
to upscale all other matrix/fracture configurations. The triple
porosity model developed in this work is therefore efficient and
robust. An upscaled model of the matrix/fracture interaction
has been fitted for each of the five distributions ‘D’. This model
does not depend on the matrix/fracture configuration or the ma-
trix block size. A large scale reservoir simulation case can
therefore be built with this triple porosity approach.

5. Simulation of a fractured well in a stimulated reservoir
volume (SRV)

In the literature, the reservoir simulation for an ultra low
permeability reservoir at SRV scale is generally made with
a single and a dual porosity model with a discrete pore size
distribution of one value per cell or an average pore radius
[50, 29, 51, 23, 24]. We propose here to apply the triple poros-
ity model presented above to a large scale reservoir simulation
of a horizontal producing well in a SRV.

5.1. Reservoir model

The large scale reservoir simulation model is represented in
Figure 20. The flow between cells of the same medium is only
possible for the fracture medium as illustrated by the arrows in
Figure 20. F i

F should therefore not be zero in Equation 17. The
flux between a given cell of the fracture medium with its neigh-
boring cells is calculated using Equation 19. The matrix is con-
sidered heterogeneous with different PSD inside. Then a spa-
cial distribution of the different distributions ‘D’ has been built.
The different calibrated triple porosity model for a given dis-
tribution ‘D’ presented in the previous section for one fracture
cell are therefore linked together through the fracture medium
according to their spacial coordinates. The different upscaled
parameters of the triple porosity models for each distributions
‘D’ are the same as the one used in previous section in Table
11.

A SRV simulation case has been built according to Figure 21
with one horizontal well in the center. The 2D grid is 2000m
length and 1300m width and the cell dimensions in the x, y
and z directions are 100x100x10m. The matrix block size used
for the matrix-fracture transfer modeling is 20x20m. Therefore,
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Figure 18: Calibration of D1 for block size 20x20m. The black curve corresponds to the fine grid results and the blue curve correspond to the triple porosity model
results. The graphs represent gas recovery factor versus time (left), oil recovery factor versus time (center) and gas-oil ratio versus time (right).

Figure 19: Calibration of D1 for block size 10x40m. The black curve corresponds to the fine grid results and the blue curve correspond to the triple porosity model
results. The graphs represent gas recovery factor versus time (left), oil recovery factor versus time (center) and gas-oil ratio versus time (right).

Figure 20: Schematic of MINC triple porosity model for SRV simulation.

there are 5 matrix blocks per cell. The fracture permeability in
the well cells is fixed to 100D and the remaining SRV have an
equivalent fracture permeability of 0.01D and 0.001D as illus-
trated in Figure 21 left. A random realization of the different
distributions D1, D2, D3, D4, D5 has been performed in the
matrix as illustrated Figure 21 right. The distribution corre-
sponds to a volume fraction of 15% of D1, 40% of D2, 10%
of D3, 15% of D4 and 20% of D5. The simulation setup is the
same as the one detailed in Section 3.2. Bakken oil is used for
the simulation, the initial pressure in the SRV is 200 bar and
the production pressure of the well is fixed to 100 bar. The pro-
duction from the SRV through the horizontal well is simulated

during 10 000 days.

5.2. SRV production results

Figure 22 represents the production results for bulk fluid in
a dual porosity MINC method (“Bulk 2P MINC 10”) and for
confined fluid. The confined fluid production is modeled by the
dual porosity MINC method (“D distribution 2P MINC 10”)
and the triple porosity model (“D distribution 3P MINC 10”).
The “Bulk 2P MINC 10” model corresponds to a dual porosity
model with 10 MINC volumes and zero capillary pressure. The
classic Peng Robinson EOS is used and different porosities are
assigned in each cell according to the PSD. The “D distribution
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Figure 21: SRV fracture grid (left) and spacial distribution of D1, D2, D3, D4, and D5 in matrix (right)

2P MINC 10” model corresponds to a dual porosity model with
10 MINC volumes, capillary pressure and pore radius depen-
dent EOS in the matrix. Similarly, different porosities are as-
signed in each cell (or PSD). The pore radius assigned to each
cell corresponds to the one used in the calibrated triple porosity
model for the PSD considered. The confined “D distribution
3P MINC 10” model corresponds to the triple porosity model
presented in section 4.2 with different upscaled parameters for
each cell (or PSD) summarized in Table 11. The dual-porosity
MINC simulation is usually used in the literature to study tight
oil and shale gas reservoirs production with nanopore modi-
fied PVT behavior. The differences between the triple-porosity
MINC simulation and the dual-porosity MINC simulation are
very large (Figure 22). As observed at matrix/fracture inter-
action scale, the production results of the “D2 3P MINC 10”
model shows higher oil production and lower gas production
and GOR than the “Bulk 2P MINC 10” results. This trend ob-
served at fine scale (Section 3.3) and in field observation (Sec-
tion 1) is not represented by the “D distribution 2P MINC 10”
model mostly used in the literature. We therefore believe that
the triple porosity approach gives more reliable results, and the
dual porosity model is not very accurate to handle the pore size
distribution issue.

Pressures and saturation fields have been plotted in Figure
23, 24 and 25 for a specific time (980 days) in each sub do-
mains of the triple porosity model: fracture (F), small pores
(SP) and large pores (LP). The gas saturation is higher in the
large pore medium than in the small pore medium. This is due
to the bubble point decrease in the small pore medium because
of the pore dependent PVT behavior. The gas pressure is higher
than the oil pressure only in the small pores medium. Indeed,
capillary pressure is equal to zero in large pore, which is not
the case in small pores. This difference of capillary pressure
participates to slow down the gas flow from large pore medium
to fracture through small pore medium where capillary pres-
sure is high. This example shows that the effect of pore size
dependent PVT behavior and capillary pressure heterogeneity
observed at fine scale (Section 3.3) are taken into account in the
triple porosity model.

6. Summary of the model development

The methodology developed in this paper to model uncon-
ventional low permeability reservoir production is summarized
in Figure 26. This is a multi-scale approach where the thermo-
dynamic and the flow of the confined fluid has been modeled
and studied from nano-pore scale to matrix/fracture scale and fi-
nally reservoir scale. From given PSD measured in laboratories
for different facies of a reservoir, different fine scale reservoir
simulations can be performed for these PSD at matrix block
scale. This fine grid simulation includes the modified pore size
dependent EOS. These fine grid results are used to calibrate the
triple porosity for the different PSD. Then a large scale SRV
can be built using the triple porosity model calibrated for the
different PSD corresponding to the reservoir facies. Finally we
can get accurate production results of the SRV considering fluid
confinement.

7. Conclusion

Unconventional low permeability reservoirs are character-
ized by a very heterogeneous pore size distribution (PSD) and
an important volume fraction of nanopores. These particulari-
ties modifies the PVT behavior of the fluid and its flow inside
the reservoir. Reservoir production are therefore inevitably
altered from a conventional reservoir without fluid confine-
ment. This work has therefore proposed a methodology in
order to model accurately the flow and the thermodynamic be-
havior of the fluid in unconventional low permeability reservoir.

Thanks to the reference results from molecular simulation
[49], we have highlighted the best pore size dependent ther-
modynamic flash proposed in the literature. The best match is
obtained with a flash with both capillary pressure and critical
point shift.

The modified pore size dependent EOS has been included
into a reservoir simulator. Reservoir simulations have been per-
formed for different PSD at the matrix block scale with very
fine grids. Besides studying the impact of confinement on pro-
duction, this enables to get reference production results for the
development of upscaling methodologies for large scale reser-
voir simulations. For all the PSD studied, the impact of pore
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Figure 22: Production results of the SRV with spacial distribution of D1, D2, D3, D4 and D5. The blue curve corresponds to the results for a bulk fluid using a dual
porosity model with 10 MINC volumes. The orange curve corresponds to the results for a confined fluid using a dual porosity model with 10 MINC volumes. The
green curve corresponds to the results for a confined fluid using the triple porosity model. The graphs represent gas recovery factor versus time (left), oil recovery
factor versus time (center) and gas-oil ratio versus time (right).

Figure 23: Oil pressure field in fracture (F) (left), small pore (SP) (center) and large pore (LP) (right) of the triple porosity model at 980 days

Figure 24: Gas pressure field in fracture (F) (left), small pore (SP) (center) and large pore (LP) (right) of the triple porosity model at 980 days

Figure 25: Gas saturation field in fracture (F) (left), small pore (SP) (center) and large pore (LP) (right) of the triple porosity model at 980 days

confinement on reservoir production increases the oil produc-
tion and decreases the gas production and the GOR compared
with the bulk fluid. It is manifested by two effects: capil-
lary pressure heterogeneity effect and pore size dependent PVT
modeling effect.

Large scale unconventional low permeability reservoir sim-
ulation needs upscaling methodologies because of computa-
tional constraints. We have shown that the commonly-used
dual porosity MINC model with an average pore radius (what-
ever the pore radius size) or effective pore radius are unable
to match the fine grid results at the matrix block scale. A new
triple porosity model has therefore been developed in this paper.
Our model considers three domains: fracture, small pores and

large pores with their own PVT model and petrophysic prop-
erties. Furthermore a MINC discretization is performed in the
large pores and small pores media. A calibration of the triple
porosity model for several PSD fine grid results have been done
using four fitting parameters. The new triple porosity model
built has shown a very good match with fine grid results.

As an application case, a large scale SRV model with
heterogeneous PSD has been built using our triple porosity
model. The triple porosity approach has shown quite better
results, compared to the commonly-used dual porosity models
with an equivalent nanopore radius.

We believe that the triple porosity approach is more suitable
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Figure 26: Schematic of the methodology developed in this paper to model accurately unconventional reservoir including strong PSD heterogeneity and pore size
dependent PVT behavior of the fluid (The left figure comes from [78])

for the handling of complex physics in nanoporous reservoirs,
and gives more reliable results. However, we need to test and
validate this model in the future on a discrete fracture network
and for 3D flow simulations.
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9. Appendices

9.1. Thermodynamic modeling of fluid in nanopores Appendices

The fugacity coefficients are calculated from the following expressions:

ln(Φl
i) =

bi(Zl−1)
bm

− ln(Zl−Bm)−
Am

2
√
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(
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√
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(31)

ln(Φv
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(32)

Ψi = ∑
j

x j

√
aia jαiα j(1− ki j) (33)

The variables Zl and Zv comes from the Peng-Robinson EOS resolution.

The equilibrium ratio of the component i is defined as: Ki =
yi
xi

. By definition, we have: xi =
zi

L+V Ki
and yi =

ziKi
L+V Ki

. Since
∑i yi−∑i xi = 0, then replacing L by 1−V , we get the Rachford-Rice equation:

∑
i

(Ki−1)zi

1+V (Ki−1)
= 0 (34)

This equation allows to calculate V knowing Ki and then xi and yi.

The correlation of Meyra et al. [30] (Equation 35) and Bird et al. [79] (Equation 36) is used to calculate the critical pressure shift
function of the pore radius.

Pcb−Pcp

Pcb
= 0.9409

σ

rp
−0.2415

(
σ

rp

)2

(35)

σ = 0.244
(

Tcb

Pcb

)1/3

(36)

with Tcb: bulk critical temperature (K), Tcp: confined critical temperature (K), Pcb: bulk critical pressure (atm), Pcp: confined
critical pressure (atm), σ : characteristic diameter of the molecules (nm), rp: pore radius (nm).

Jin et al. [28] use the results of Singh et al. [80], Singh and Singh [81], Vishnyakov et al. [82] to build the correlations for critical
temperature (Equation 37). Sanaei et al. [29] have adjusted these correlations.

1−
Tcp

Tcb
= 0.8493

(
2rp

σ

)−1.241

+0.015 (37)

9.2. Matrix/fracture interaction with pore size distribution Appendices

Figure 27: Production results for the five samples of distribution D1 compared to bulk (block size of 20x20m).

22



Figure 28: Comparison of production results for the different distributions for bulk and confined fluid with a flash with critical point shift (block size of 20x20m).

Figure 29: Comparison of production results for the different distributions for bulk and confined fluid with a flash with capillary pressure for geometry 3 (block size
40x10 m).

9.3. Upscaling for large scale reservoir simulation Appendices

9.3.1. effective radius
Li et al. [26], Li and Mezzatesta [52] considered the effective radius as a function of saturation in the Laplace equation of the

flash with capillary pressure. From a pore size distribution, he defined the wetting fluid saturation as following:

Sl(rK) =
∑ri≤rK ∆Vi(ri)

∑ri ∆Vi(ri)
(38)

with Sl : wetting phase saturation, rK : effective radius, ri: radius of the pore size distribution, ∆Vi(ri): pore volume corresponding
to a pore size of ri

They consider that the pore network is initially filled with oil and all pores are connected, the effective radius is then maximum.
When gas appears firstly in larger pores during depletion, gas stays in larger pores and oil stays in smaller pores because of the oil
wet characteristic of the rock. Then the effective radius represents the pore size limit between oil and gas phases.

The effective pore radius versus oil saturation is built from a volumetric pore-size distribution. A pore radius size distribution
is not always volumetric but a volumetric distribution can be found through a transformation. For example, if capillary tubes are
considered, a tube of radius r has a volume πr2L with L the length of the tubes. Therefore the radius squared distribution allows
to obtain the volumetric pore size distribution. In order to move from a probability density function of r to a probability density
function of r2, a transformation is required. Let R be the random variable of the pore radius with fr(x) as the density function. The
probability function of the random variable U = R2 is calculated by:

P(U ≤ u) = P(R2 ≤ u) = P(R≤
√

u) =
∫ √u

0
fr(x)dx =

∫ u

0

fr(
√

y)
2
√

y
dy (39)

So, the density function of the squared radius is given by:

fr2(u) =
fr(
√

u)
2
√

u
(40)
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Then the oil saturation function of the effective radius So(rK) is the normalized cumulative distribution function (CDF) of fr2 . If
initial water saturation is taken into account, the general equation is:

So(rK) = (1−Swi)
CDFfr2 (rK)

CDFfr2 (rK max)
(41)

If spherical pores are considered, the distribution of the random variable U = R3 should be computed. An example of effective
radius is shown Figure 30 for a pore size distribution modeled by a lognormal distribution of mean 3 and standard deviation of 1
for pore sizes between 0 and 100 nm.

Figure 30: Example of effective radius for a PSD modeled by a lognormal distribution of mean 3 and standard deviation of 1 for pore sizes between 0 and 100 nm.

9.3.2. results

Figure 31: Calibration of the triple porosity model for D2 (block size 20x20m)

Figure 32: Calibration of the triple porosity model for D3 (block size 20x20m)
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Figure 33: Calibration of the triple porosity model for D4 (block size 20x20m)

Figure 34: Calibration of the triple porosity model for D5 (block size 20x20m)

Figure 35: Calibration of the triple porosity model for D2 (block size 10x40m)

Figure 36: Calibration of the triple porosity model for D3 (block size 10x40m)
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Figure 37: Calibration of the triple porosity model for D4 (block size 10x40m)

Figure 38: Calibration of the triple porosity model for D5 (block size 10x40m)
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