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Abstract 

The spatial distribution of solid particles is a key factor affecting the performance of fluidized 

bed reactors. Non-invasive techniques including radioactive particle tracking (RPT) and 

positron emission particle tracking (PEPT) are deployed to measure the solids distribution. 

Different methods to calibrate the particle tracking measurements have been developed to 

quantify mean solids concentration. In this paper, gas-solid flows in a traveling fluidized bed 

are simulated with CFD-DEM and the behavior of different particles, including bulk sand 

particles and tracer particles are investigated. The simulated hydrodynamics are compared 

with experimental measurements. Analyses are carried out to derive the mean solids 

concentration from the tracer particle data. Different calibration approaches are examined, 

and the simple calibration method is verified. It is shown that the mean solids concentration 

can be measured reliably using representative tracer particles. The experimental RPT data are 

then revisited with the new calibration method which yields more realistic results.  

 

Key words: coarse grained method; travelling fluidized bed; tracer particles; solids volume 

fraction; particle tracking, computational fluid dynamics 

 

Highlights:  

Travelling fluidized bed is simulated with a coarse-grain CFD-DEM 

The solids distribution derived from tracer data is verified numerically  

A simple calibration method is examined and shown to be effective 

Experimental data are revisited with the new calibration method  

 

 

1. Introduction 

Gas-solid fluidized beds are widely used in energy and chemical industry applications due to 

their good mixing and heat transfer ability. However, design and scale-up of fluidized bed 

reactors and optimization of the reactor performance are hindered by the lack of fundamental 

knowledge of physical phenomena occurring in these systems. In different offices and labs 

around the world, gas-solid fluidized bed reactors are being designed, experimentally tested 

and investigated. Various invasive and non-invasive experimental techniques have been 
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developed for hydrodynamic study of fluidized beds, but the merits and reliability of each 

measurement technique have not been challenged under a unified framework. In recent years, 

an effort to benchmark different experimental techniques in a small-scale fluidized bed 

system called a ñtraveling fluidized bedò led by the University of British Columbia has been 

reported (Dubrawski et al., 2013; Tebianian et al. 2016a). This traveling fluidized bed is an 

experimental setup of simple and elegant design which has been shipped to laboratories in 

three countries together with two types of particulate materials to conduct experimental 

measurements at the same operating conditions in order to benchmark different measurement 

techniques. Overall, the key hydrodynamic measurements, including local solids 

concentration (or voidage), particle velocity and solids flux, determined by different 

experimental techniques produced reasonable qualitative agreement, but significant 

quantitative discrepancies (Tebianian et al., 2015, 2016a, 2016b).  

 

With the development of innovative numerical schemes and advanced computer hardware, 

CFD numerical simulation is becoming more and more reliable, capable not only in 

comparison with small lab-scale experimental setup, but also in predicting relatively large 

scale full-loop fluidized bed systems. To this end, the experimental data collected through 

different techniques from the traveling fluidized bed provide valuable data for testing the 

validity of numerical simulations, with good indication of experimental error. Several 

comparisons have been reported in the literature on numerical simulation of the traveling 

fluidized bed. Gao (Gao et al., 2018a, 2018b) assessed the mesoscale solid stress in coarse-

grid TFM simulation and an enhanced filtered drag model by comparing numerical results 

with experimental measurements. Vashisth et al. (2015) compared predictions of the EMMS 

drag model against experimental data from the traveling fluidized bed. In each of these cases, 

experimental data obtained by different measurement techniques provided a benchmark 

database for evaluation of CFD models.  

 

Numerical simulations have also been used to help understand discrepancies among different 

experimental measurements and to gain insight into fluidized bed behavior. Xu et al. (2019a) 

conducted CFD-DEM simulations of the traveling fluidized bed by tracking different tracer 

particles to study the particle velocity inside the system. Their results showed that the RPT 

and PEPT tracer particles used under identical experimental conditions were capable of 

measuring bulk flow velocities, and discrepancies between results obtained by two different 

tracer methods were not caused by the differences in the size or density of the tracer particles. 

They further compared two methods used to determine averaged velocities through particle 

tracking techniques, i.e. face-average approach ï averaging velocities of particles crossing a 

virtual plane over a period of time, and volume-average approach ï averaging velocities of 

particles passing through a defined volume over time. Their study showed significant 

differences between both computational and experimental results based on these two 

approaches. 

 

Among different hydrodynamic variables measured in the traveling fluidized bed system, the 

solid holdup (or voidage) is the most fundamental one. It has been measured with Electrical 

Capacitance Tomography (ECT), X-ray Computed Tomography (XCT), Radioactive Particle 

Tracking (RPT), as well as spatially averaged values derived from pressure gradients and bed 

expansion. For the range of experimental systems and operating conditions studied, it was 

found that local average solid holdup measured based on different experimental techniques 

varied from 0.20 to 0.45 at different locations within the bed (Dubrawski et al., 2013).  
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In this study, we first verify the applicability of predicting typical square-nose slugging 

phenomena in the travelling fluidized bed using coarse-grain CFD-DEM simulation. Then, 

we describe the detailed methodology for obtaining the bulk solids volume fraction through 

tracer particles, together with different calibration methods. A simple calibration method is 

verified numerically with respect to axial and radial solid distributions. The calibration 

method verified in the current study is then applied to the RPT and PEPT experimental data 

for comparison with other measurements and previous analysis using a complicated 

calibration procedure.     

 

 

2. Coarse-grain DEM  

Numerical simulation is a powerful tool for modeling gasïsolid motion. Various models have 

been used to predict the performance of fluidized systems of different scales (Lu et al., 2018; 

Xu et al., 2017a, Verma et al. 2016). Among those models, CFD-DEM, where particle 

motion, collisional forces and gas-particle interactions are included, has been demonstrated to 

be able to capture key flow features such as bubbles and clusters. Also, particle-scale 

information, including residence time, collisional forces, and dispersion intensities, are 

available for detailed analyses of complex flow phenomena. However, computational 

expense is high, historically limiting the application of CFD-DEM to small-scale systems (Li 

et al., 2017; Xu et al., 2017b). Today, even with the advanced parallelization technique and 

latest hardware, simulations are typically limited to a maximum of tens of million particles 

(Walther and Sbalzarini, 2009; Jajcecic et al., 2013; Yang et al., 2015; Tsuzuki and Aoki, 

2016). It is common that fine particles, usually smaller than 100 µm, are used in industry. A 

system with 100 particles of 100 µm diameter in each direction, i.e. a 1-cm cube, contains 

1,000,000 particles, already expensive for CFD-DEM simulation, while commercial systems 

deploy billions of particles.  

 

Simulations reported here were conducted using the open source Multiphase Flow with the 

Interphase eXchanges (MFiX) code. Gas flow is modeled by solving the averaged Navier-

Stokes equations for mass and momentum conservation, whereas the solid phase is modeled 

by tracking individual particles using a discrete element method (DEM). Full details on the 

governing equations, together with the numerical implementation and coupling procedure, are 

not presented here, but can be found elsewhere (Garg et al., 2012; Xu et al., 2019b). Basically, 

the motion of particle is described by Newtonôs equations of motion, and the coarse-grain 

technique is used to accelerate the computational speed by lumping many particles into 

parcels to reduce the particles count (Sakai et al. 2014, Lu et al. 2016).  

 

It is important in the current study to simulate the full particle size distribution (PSD) of the 

bed material and account for the detailed physical properties of the tracer particles. It is 

straight-forward to incorporate an arbitrary distribution of particle properties, like size and 

density, in DEM simulations. In the current research, different statistical weights are assigned 

to particles of different diameters, while the original poly-disperse powder is scaled to a 

coarse mono-disperse system with the same parcel size. Lu et al. (2018) compared two types 

of coarse-grain methods for a poly-disperse system. The second approach, utilized in the 

current research, was found to be suitable for fully fluidized system and it provided greater 

computational efficiency than the first approach. By varying the real particles represented by 

the coarse-grain numerical parcel, the full particle size distribution was captured. The 

schematic in Fig. 1 illustrates how the coarse-grain approach is used in the current study to 

accelerate the simulation. Instead of tracking each individual particle, larger coarse-grain 

parcels are solved to represent groups of true particles having identical properties. Details on 
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coarse-grain CFD-DEM and its verification, validity and uncertainty, as well as its 

application on multiscale problem can be found elsewhere (Lu et al., 2016).  The applicability 

of this method in modeling the traveling fluidized bed, has been tested in the previous work 

which compared different tracer particles and averaging techniques for particle velocities in a 

fluidized bed with experimental results (Xu et al., 2019).   

 
Fig. 1. Coarse-grain strategy for a polydisperse system. 

3. Simulation setting  

The travelling fluidized bed is a robust and versatile test platform for benchmarking different 

experimental instrumentations (Dubrawski et al., 2013). The fluidized bed column and its 

auxiliary apparatus can be easily disassembled, transported and remounted, ensuring identical 

operation in different locations. The main component is a vertical cylindrical fluidization 

column consisting of a 0.96 m long × 0.133 m i.d. dense bed section, surmounted by a 1.36 m 

long Ĭ 0.190 m i.d. freeboard section, with an inclined transition at 30ę to the vertical. This 

configuration is illustrated in Figs. 2(a) and (b). 
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Fig. 2 Traveling fluidized bed (TFB) column: (a) assembled experimental setup; (b) 

disassembled view; and (c) simulation geometry. 

 

Silica sand (Lane Mountain LM50) particles were used as the fluidized material. These 

particles travelled together with the equipment to further ensure identical operating 

conditions at each participating location. The Sauter mean diameter (d32) of the sand particles 

is about 302 µm, and the particle density is 2644 kg/m
3
, with a minimum fluidization velocity 

of 0.0796 m/s and a terminal settling velocity in air of 0.73 m/s. The powder belongs to 

Geldart group B. The particle size distribution used in the simulation, which is the same as 

the experimentally measured particle size distribution, is plotted in Fig. 3.  Experiments were 

conducted using the RPT and PEPT techniques to measure the solid velocity of the bulk bed 

material inside the system. For each measurement, a single tracer particle with density and 

size as similar as possible to the bulk particles, was tracked as it travelled in the system for an 

extended time period. The key properties of the bulk material and tracer particles are 

provided in Table 1.  

 

Table 1: Key properties of bulk sand particles and tracer particles used in the experimental 

study 

Particles: Sand RPT tracer PEPT tracer 

Density (kg/m
3
) 2644 2000 3000 

Diameter (mm) 0.312 to 0.292 0.400 (single 0.300 (single 
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(Sauter mean) particle) particle) 

Shape Irregular Nearly spherical Irregular 

Number of Particles  3,034,944 1000 1000 

 

 

In current simulations, the computational domain is confined to the bed section and the 

disengagement zone as shown in Fig. 2(c). The density (ɟg) and viscosity (µg) of the 

fluidizing gas (air) are set to 1.205 kg/m
3
 and 1.8 × 10

-5
 Pa.s, respectively. Air  flows into the 

bed from the bottom, with a constant gas inlet velocity boundary condition, and leaves from 

the top, with a constant gas outlet pressure boundary condition. A no-slip wall boundary 

condition is used for the gas phase. The MFIX Cartesian grid cut-cell technique is used to 

specify the geometry, in which a Cartesian grid is used to discretize the computational 

domain, while boundary cells are truncated to resolve the shape. Details on the Cartesian grid 

cut-cell method are available elsewhere (Dietiker, 2015; Kirkpatrick et al., 2003).  

 

 
Fig. 3 Particle size distribution of sand used in the experimental tests. 

 

In the simulations, each numerical parcel is of identical size, dp = 1510 µm, representing 

many real particles. By varying the number of real particles represented by a numerical parcel, 

particles of different sizes can be simulated with the same parcel size. In total, about 3 million 

numerical particles with their key physical properties corresponding to the silica sands were 

tracked, with the cumulative particle size distributions (PSD) shown in Fig. 3. The particles 

size, before and after the experiments, was determined by a Malvern Instruments MasterSizer 

2000. As can be seen from Fig.3, the sand particles became slightly finer after the 

experimental run, presumably due to attrition. Without accounting for this size change, a 

mean distribution was used in the simulation. Different tracer particles with a specific size 
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and density were simulated including 1000 RPT particles, 1000 PEPT particles and 1000 

sand tracer particles. The bed was fluidized, reaching a stable state within a few seconds, with 

110 s of simulation conducted in total. In post-processing, the first 10 s were discarded to 

exclude start-up effects. During the simulations, tracer locations and velocities were saved at 

100 Hz, whereas the Eulerian grid-based flow field was saved at 20 Hz for verification of 

flow field information derived from the tracer data. 

 

4. Results and discussion 

4.1 Predicting square-nosed slug flow in travelling fluidized bed 

In the TFB experiments, the bed of sand particles was operated in the square-nosed slugging 

flow regime (Tebianian et al., 2016a), instead of the more common axial-symmetric round-

nosed slug flow regime in which bullet-shaped slugs rise through the dense phase which flow 

downwards in an annular region surrounding the slug, close to the wall. According to Grace 

(1982), square-nosed slugging mainly happens in columns with smooth wall, with the slugs 

then occupying the entire cross-section of the column. The upward movement of the 

interfaces is slow, and largely caused by particles raining down from the roof of the slugs 

through the dilute gas slugs to their floors. 

 

In the current work, two superficial velocities, 0.4 and 0.6 m/, were simulated. The results 

showed that the square-nosed slugging flow regime can be captured successfully with a 

combination of particle-particle (0.6) and particle-wall (0.1) friction coefficients, as shown in 

Fig. 4. The formation of a squared-nosed slug, its movement and burst at the top of the bed 

are shown. Small bubbles formed right above the distributor plate grow through coalescence 

and finally occupy the whole column cross-section to form the square-nosed slugs. The 

square slug rises slowly as particles rain downward from the underside of the roof. Fingering 

due to Rayleigh-Taylor instability can also be observed. Occasionally, a square-nosed slug 

transforms into round-nose slug causing solids to move downward along the wall.  
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Fig 4.  Simulation results showing formation, movement and burst of a typical square-nosed 

slug for a superficial gas velocity of 0.4 m/s  

 

Transient results for the gas volume fraction, vertical component of gas velocity, vertical 

component of solids velocity and the particle size distribution along the axial direction are 

shown in Fig 5. Note that all quantities presented in Fig. 5 are calculated based on the fluid 

cells. For example, the mean solid velocity and Sauter mean diameter of particles are 

calculated in each fluid cell by averaging over all particles in that cell.   
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Fig. 5 Transient simulation results at t=82.70 s: (a) Particle distribution along the bed; (b) 

contour plot of voidage of 0.65; (c) local voidage; (d) vertical component of gas velocity 

(m/s); (e)  vertical component of solid velocity (m/s); and (f) mean particle diameter (µm) (Vs: 

solid-phase vertical component of velocity calculated by averaging particle velocities in each 

fluid cell; d32: Sauter mean diameter of particles in each fluid cell. (Ug=0.40 m/s). 

 

Time-average results for the gas volume fraction, vertical component of gas velocity, vertical 

component of particle velocity and time-average distribution of mean particle diameter are 

shown in Fig 6. Overall, the flow is relatively dilute in the central region and dense near the 

wall. Transition from the bubbling flow regime in the lower region to the slugging regime in 

the upper region can be identified. The numerical simulations provide predictions that are 

qualitatively consistent with the experimental observations.  
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Figure 6. Sliced view of time-average results for a superficial gas velocity of 0.4 m/s: (a) 

time-average gas volume fraction; (b) time-average vertical component of gas velocity 

(m/s); (c) time-average vertical component of particle velocity (m/s); and (d) time-average 

distribution of mean particle diameter.  

 

4.2 Estimation of the solids volume fraction with tracer particles 

Two tracer techniques - RPT from the Ecole Polytechnique de Montréal and PEPT from the 

University of Birmingham - were used to measure particle velocities in the traveling fluidized 

bed. The data were further analyzed to determine the solids spatial distribution. These two 

methods are non-intrusive, which should contribute to measurement accuracy. In this section, 

experimental procedures for measuring the solids spatial distribution are utilized in the CFD-

DEM simulation to verify the methodology.  

 

In the experiments, one tracer particle was followed, with its position and velocity recorded at 

finite time intervals. By collecting such data for long enough times, the mean solid 

concentration can be deduced from the averaged possibility in the control volume of interest. 

In practice, it is very difficult to conduct simulations lasting hours, even for many minutes, 

especially with millions of particles in the Euler-Lagrangian method. Therefore, in the current 

simulations, instead of simulating an individual tracer particle, 1000 of each of three different 

types of tracer particles, were tracked for 100 s. Xu et al. (2019) showed that with this 

method, the average bulk particle velocities can be obtained successfully through the 

information obtained from tracer particles.  

 



 

11 
 

 
Fig. 7(a) Trajectory of 1 of 1000 simulated RPT tracer particles for a superficial gas velocity 

of 0.4 m/s; (b) Cross-section averaged solids volume fraction from one RPT tracer particle 

(blue line), the other 999 RPT tracer particles (green line) and the average solids volume 

fraction of the 1000 RPT tracer particles (red line);  (c) Average solids volume fraction 

profiles of three different types of tracer particle and corresponding average profiles. 

 

The solids volume fraction of the bulk particles in the control volume can be obtained from 

the tracer particle information. The voidage in each control volume can be determined by the 

number of counts with RPT method or determined by the pseudo-density maps or 

ñoccupancyò with the PEPT method (Seville et al., 2009; Stein et al., 1997). However, it is 

vital that these methods be calibrated properly. The processing required several steps.  Here 

we use the solids volume fraction along the axial direction as an example: First, by tracking 

the movement of each tracer particle at a frequency of 100 Hz, the trajectory of each tracer 

particle can be obtained.  In Fig. 7(a), the trajectory of 1 of 1000 simulated RPT tracer 

particles for a superficial gas velocity of 0.4 m/s is shown by blue lines for the entire 

simulation of 100 s. The bed was divided into sections along the axial direction with ȹh=0.05 

m for each, as shown in Figure 7(a). Then the appearance of this tracer particle in each 

section was counted, and then divided by the total number recorded, as detailed below. Next, 

the trajectories of all the other 999 RPT particles were treated in the same manner, as shown 

by the green lines in Fig. 7(b), and average values were obtained by averaging the 1000 RPT 

particles, as shown by the red line in Figure 7(b). Finally, all three tracer particles were 

analyzed as shown in Fig. 7(c), which indicates that the three tracer particles provided very 

similar results. The average solids volume fraction along the axial direction can then be 

obtained by averaging the three data sets corresponding to the different tracer particles. 

 

A much simpler calibration method was used in this research. We count the number of 

appearances (xi) of each tracer particle in a volume (vi) of interest in the time span, then 
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divide by the total number of appearances (X) registered in the whole bed. When particle 

tracking in the whole bed is not available, for example for the PEPT measurements, the total 

number of appearances can be simply estimated from tracking duration and frequency. The 

possibility (y) of a particle on average being located in the volume of interest in the time span 

is then  

 

                    (1) 

 

 Since there are np particles in the bed, the solids volume fraction can be calculated as 

             (2) 

where vp is the volume of each particle. 

 

Experimentally, two different methods were reported by Dubrawski et al. (2013). One 

involved dividing the number of counts registered in a particular (x,y,z) cell by the total 

number of counts registered. Then divide by the fractional volume occupied by the cell, and 

multiply by the bulk solids volume fraction of the particle. This method can be expressed as: 

 

Total

Total

p p i p pi
si

i i

n v y n vy

v V v

V

e= ³ =      (3) 

where VTotal is the average volume occupied by the particles, which can be determined 

knowing the average bed height.  Ultimately, this method is similar to the approach used in 

the simulation if the VTotal is cancelled out, as shown in Equation (3).  

  

Another method was to divide individual cell counts by the number of counts of the slowest 

detectable tracer velocity, and assume that the corresponding slowest particle is moving at the 

minimum fluidization velocity.  The solid volume fraction in each cell can then be obtained 

by calibrating against the solid volume fraction at minimum fluidization. However, it is 

impossible to confirm that the slowest tracer velocity corresponds to the minimum 

fluidization state.  

 

For the tracer particles used, the influences of the tracer particle number and the average time 

span need to be studied. Considering the variation in profiles shown in Fig. 7(b) by different 

tracer particles, many data are needed to obtain statistically converged results. The average 

solids volume fractions obtained from different numbers of tracer particles and different time 

durations are shown in Fig. 8(a). The estimated solid volume fractions are quite robust and 

show relatively weak dependence on the tracer count and sampling period. As can be seen, 

when there are more than 500 tracer particles with an average time of 100 s, no noticeable 

difference can be seen. The results hereafter are from 1000 tracer particles with an average 

time span of 100 s.  

 

On the other hand, with the CFD simulations, the average solids volume fraction along the 

axial direction can be obtained directly. Then the solids volume fraction obtained from the 

tracer particles can be compared against the true quantity calculated directly in the CFD 

simulation. The results are shown in Fig. 8(b). Clearly, a good match was found along the bed. 

It should be noted that the method requires the tracer particle to be representative of the bulk 
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solids. This is usually achieved by carefully choosing the physical properties for the tracer 

particle. However, the accuracy will be compromised when significant size/density 

distributions exist and segregation takes place. In addition, the method tends to fail if there is 

a stagnant zone with limited solid mixing, preventing the tracer from passing through.  

 

 
Fig. 8 (a) Average solids volume fraction obtained from different numbers of tracer particles 

followed for different durations; (b) Comparison of solids volume fraction from the tracer 

particles and values predicted by CFD. 

 

 

4.3 Comparison of model predictions and experimental measurements 
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(a)                                                                    (b) 

Fig. 9. Comparison of cross-sectional average solids volume fraction along bed provided by 

simulation and different experimental techniques: (a) Ug=0.40 m/s; (b) Ug=0.60 m/s. 

 

Further comparisons of the simulation and experimental results from five different 

experimental techniques, including both invasive and non-invasive techniques, are shown in 

Fig. 9. Since there was little difference between direct CFD prediction and estimation from 

different tracer particles, only the former is shown in the comparison for simplicity. Fig. 9 

indicates that for both superficial gas velocities, Ug=0.40 and 0.60 m/s, the numerical results 

are in reasonable agreement with the experimental data. However, there are considerable 

discrepancies among the experimental data obtained based on different analysis techniques, 

with the experimental RPT data showing the greatest deviation from the other experimental 

measurements. For the RPT data, the calibration approach was based on the minimum 

fluidization state (Dubrawski et al., 2013) which is believed to be inaccurate. It is difficult to 

comment on the cause of the discrepancies of the other techniques. However, it is notable that 

the simulation results match well with the data from pressure drop measurement, the standard 

experimental method for measuring the axial solids holdup. 

 


