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Abstract

To predict accurately the amount of oil that can be recovered by a pro-
cess of surfactant flood injection, a fine modelization of variation of interfacial
tension between oil phase and aqueous phase with the reservoir conditions
is required. Unfortunately, data of interfacial tension variation with all the
parameters, i.e. temperature, salinity and surfactant concentration, are not
always available when numerical simulation of the reservoir production is
performed. In that case, interpolation is often used, but then can not be
fully representative of the variations. The work presented here details a new
numerical model used to describe interfacial tension with all the parame-
ters listed below. This model fit well experimental data obtained for this
study. The asymetry of the model allows to take into account the specificity
of industrial formulations, when the interfacial tension at large salinities is
different from interfacial tension at zero salinity. The protocol to determine
experimental data of optimal salinity and interfacial tensions for such in-
dustrial formulations is detailled. The correlation described in this paper
is also used to perform numerical experiments of injection of a formulation
containing surfactant in porous media to recover oil. The 1D experiments
are constructed using realistic parameters from litterature. Sensitivity to
optimal salinity is described using the interfacial tension model developped
here, as well as its impact on oil production.
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1. Introduction

To increase oil recovery, the addition of surfactant to reduce interfacial
tension is a method that has proven its efficiency [1, 2, 3, 4]. By reducing the
interfacial tension between oil and brine, the sweep efficiency of the aqueous
phase injection is strongly increased. To predict accurately the oil recovery
that one can expect from field, studies involve the use of numerical simulation
combined with experiments to feed the numerical model. During this step,
the dynamic numerical model applied on the near pilot area will use the
modified fluid properties according to the measurements obtained by the
chemicals injected in the aqueous phase. When polymer is injected, viscosity
is modified, for surfactant and alkali, interfacial tension between oil and brine
changes. To be able to modify these parameters, specific tools are used such
as PumaFlow [5] to model the dynamics of fluids in porous media in presence
of EOR chemicals.

In the case of surfactant injection, the main parameter of the process is
the interfacial tension between oil and water and its evolution with salinity,
temperature and chemicals concentration. The values of interfacial tensions
are not always easy to obtain and often variations with salinity and tem-
perature are not measured. These data are needed as the aqueous phase,
during its flow from well to deep reservoir, may encounter brines at different
temperatures and different salinities. In this case, a numerical model of vari-
ation of the interfacial tension is required by the simulator to get an accurate
estimation of the oil displacement at each step of the simulation.

Models to determine the interfacial tension are largely studied, for exam-
ple, by [6], more recentely [7]. Some links between curvature and interfacial
tension are also studied, for example, by [8] and between micro structure and
measurement at macroscopic scale [9]. Unlike cases cited here, is addressed
here the case of industrial surfactants. This implies to take into account
specificities of solution of surfactants including process residue and distribu-
tion of organic chain for the surfactant. The model take into account the
macroscopic effect of surfactant on the interface.

This paper details first the classical methodology used to measure interfa-
cial tension during a chemical EOR feasibility study. Then, a new numerical
model which is used to predict variation of interfacial tension between or-
ganic phase and aqueous phase in presence of surfactants selected to reach
ultra-low interfacial tension, is detailed. Analytical model for IFT can be
very useful in reservoir simulation: the derivation is easier and can be impor-
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tant for scheme implicitation. Moreover, history matching and sensitivity
analysis is easier with analytical modelisation than with tabulation. This
numerical model can also compensate the lack of experimental data in real
cases. The model is successfully confronted with experimental data obtained
for a typical industrial formulation encountered in industry.

2. Protocol and methodology to determine interfacial tension

A generalized description of the water-oil interfacial tension (IFT) be-
havior in the presence of surfactants proposed in the present paper is based
on experimental measurements. These measurements are used to obtain re-
quired for a proposed analytical model parameters for a given surfactant.
The choice of the surfactant and brine used in the experiments are provided
in this Section, as well as the description of the methodology which allows to
obtain the IFT. Since the interfacial tension variations with the surfactant
concentration are already well-studied, the experiments are focused on the
effects of the brine salinity.

2.1. Parameters

Experiments were performed with dodecane as reference oil model. This
oil is an alkane which is known to be representative of a variety of low viscosity
light crude oils, i.e. it exhibits similar Equivalent Alkane Carbon Numbers
(EACN) [10] and gives a microemulsion with the same salinities as the oil it
represents.

In order to set the tests, a brine type seawater (presence of divalent ions)
is chosen. Seawater, often used in offshore applications, has a salinity of
approximately 35 g/L TDS with hardness R+

R+ =
[Ca2+] + [Mg2+]∑

[cations]
= 0.13 at 40◦C (1)

Surfactants used in a surfactant polymer or alkali surfactant polymer
(SP/ASP) injection context are mainly anionic. Here is chosen a mixture
of IOS (Internal Olefins Sulfonates) and AGES (Alkyl Glyceryl Ether Sul-
fonates). These both surfactants are stable for a wide range of temperatures
[11, 12].

To evaluate all the possibilities, tests were performed at different tem-
peratures. For each temperature, salinity scans were carried out in order to
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Formulation IOS 4g/L + AGES 4g/L
Oil Dodecane (C12)
Brine (present salts) NaCl; KCl; CaCl2 2H2O; MgCl2 6H20

Table 1: Characteristics of the fluids used for our experiments.

determine the optimal salinity s∗. From this information, interfacial tension
(IFT) values were measured and/or calculated.

The experiment conditions are summarized in Table 1.

2.2. Salinity scan and optimal salinity

The optimal salinity is the salinity at which the aqueous solution allows
the surfactant to be as poorly soluble in the aqueous solution as in the oil.
Consequently, all surfactants are found at the interface between these two
phases. To determine this optimal salinity, different authors [13, 6] carried
out a salinity diagram by bringing the oil into contact with different aqueous
phases of constant surfactant concentration and increasing salinities. The
appearance in the tubes of an intermediate phase between the oil and the
aqueous phase indicates the salinities for which the interfacial tension is ultra-
low. This situation is referred to as the Winsor III system.

In our experience, Baseline formulation has been prepared in brines sea-
water of increasing salinities, in regular steps, at each temperature (Figure
1). Each system clearly exhibits a Winsor I to Winsor III transition with an
ultra-low interfacial tension region corresponding to the optimal salinity s∗.
The ranges are placed in thermostatically controlled ovens and kept for 21
days.

2.3. Interfacial tension measurements

The interfacial tension at Winsor III is then determined using an ex-
perimental measurement method with the spinning drop tensiometer. This
technics allows to obtain a water-oil IFT, contrary to, for example, Huh law,
which yields an IFT between microemulsion and water, and IFT between
microemulsion and oil.

A drop of light phase, here dodecane, of density ρl measured for each
temperature tested, is injected into a glass capillary tube filled with heavy
phase, baseline formulation, of density ρh also measured for each temperature
tested. This tube undergoes rotation causing an elongation of the drop along
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Figure 1: Salinity scan. Tubes are filled with 50% oil and 50% aqueous phase. When
surfactant is in the aqueous phase the system is at Winsor I (WI). When surfactant is in
the organic phase, system is at Winsor II (WII). When surfactant is concentrated at the
interface system is at Winsor III (WIII).

the axis of rotation (Figure 2). IFT is measured from the radius of the
curvature of the droplet.

According to Vonnegut’s relation, and provided that the drop is at least
four times longer than high, the IFT depends on the radius of the drop r,
the angular speed ω and the difference in densities of heavy phase ρh and
light phase ρl

IFT =
r3ω2(ρh − ρl)

4
(2)

2.4. Experiments settings

The experiments shown here are conducted for temperatures 20 et 40◦C.
After having carried out all the salinity scans as well as determining the
optimal salinity at each temperature, the interfacial tensions are measured.
In order to study the IFT behavior with respect to salinity variations, the
measurements where performed for 5 different values:

- optimal salinity s∗, IFTopt = IFT (s∗);

- 2 values close to optimal salinities;

- 2 limit salinities, IFTmax = IFT (s→ 0) and IFTmin = IFT (s→∞).
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Figure 2: Sketch of the spinning drop device.

Measurements with spinning drop are reproduced 3 times. Values of
interfacial tension are taken at the equilibrium.

3. Experiments Results

The results of the experiments set previously are provided in this Section.
We are interested in the IFT behavior with the brine salinity variations. The
results of the optimal salinity measurements are presented first. Then, the
results of the interfacial tension for the key values of the salinity, as given in
the experiment settings (Section 2.4), are provided.

3.1. Optimal salinity s∗

For each temperature, after an initial salinity scan, the system clearly
exhibits a Winsor I to Winsor III transition with an ultra-low interfacial
tension region (Figure 3). A second, finer salinity scan between the two
identified target values was therefore carried out (Figure 4). This results
were obtained after 21 days of equilibrium at given temperature T .

Table 2 summarizes results for each T .

3.2. Interfacial tension

Taking into account the salinity scan results, the IFT is measured for
s = s∗ = 69 g/L, for s = 67 and 71 g/L, as well as at the far limits s = 0
and 100 g/L, for the temperature of 20◦C. Similarly for 40◦C, the explored
salinities are 0, 45, 49, 53 and 100 g/L. The resulting IFT are shown in Figure
5.
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Figure 3: Large salinity scan at 40◦C.

Figure 4: Finer salinity scan at 40◦C.

Temperature, [◦C] 20 40
Salinity range of ultra-low IFT, [g/L] 65-75 44-54
Optimal salinity s∗, [g/L] 69 49

Table 2: Ultra-low interfacial tension salinity region and optimal salinity for each temper-
ature.

(a) (b)

Figure 5: IFT measurements with spinning drop tensiometer versus salinity at 20◦C (a)
and 40◦C (b).
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Thus, at the optimal salinity, IFTopt is found 0.005 mN/m for 20◦C and
0.015 mN/m for 40◦C. At the limiting salinities, one get IFTmax = 0.4 mN/m
for 20◦C and 0.6 mN/m for 40◦C, and IFTmin = 0.05 and 0.1 mN/m for 20
and 40◦C, respectively.

These results are required to get a full description of the IFT behavior
versus salinity, as provided below.

4. Correlation determination

This Section addresses an analytical formulation proposed to obtain the
generalized curve of the water-oil interfacial tension for any surfactant con-
centration/salinity combination using the experimental results (Section 3).

4.1. The dependence of IFT on salinity

In [14], the authors propose a correlation of IFT with salinity. This
correlation is based on the assumption that IFTmax = IFTmin. However,
there is a number of surfactant for which it is not true as, for example, the
baseline formulation which is used here. Therefore, based on the correlation
of [14], a slightly different formulation is proposed [15]

IFT (s) = IFTopt

(
F (s)

IFTopt

)1−exp
(
− (s−s∗)2

w(s)2

)
(3)

where F (s) is a function which yields F (s→ 0) = IFTmax and F (s→∞) =
IFTmin, and the function w(s) is the salinity window.

In the present work, the following expression for F (s) is proposed

F (s) =
1

2
(IFTmax + IFTmin)− 1

π
tan−1

(
s− s∗

δ

)
(IFTmax − IFTmin) (4)

where parameter δ is chosen according to a targeted smoothness of the
switchover from IFTmax to IFTmin. For a while, δ is set to 0.01. This
value means that F (s∗ + 1g/L) = IFTmin and F (s∗ − 1g/L) = IFTmax
within 1%.

Consider the salinity window w(s) with respect to the optimal salinity s∗

as a linear function of s which is written as

w(s)s∗−1 = a+ bs (5)
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(a) (b)

Figure 6: IFT correlation as function of salinity for 20◦C (a) and 40◦C (b).

Temperature, [◦C] a, [ ] b, [L/g]
20 -0.32036 0.004242
40 0.05152 0.002831

Table 3: Fitted values of parameters a and b for the IFT curves.

The IFT correlation is, then, obtained by regression on a and b using at
least two measurements close to the optimal salinity.

The parameters IFTopt, IFT0, IFTmin , IFTmax and CMC are macro-
scopic parameters. Only a and b used to fit the salinity window are the
parameters linked to the surfactant interaction with salts, i.e. to the polar
part of the surfactant. A sulphonated surfactant which is the most common
surfactant used for EOR application is used here. The a and b values can be
considered for all those kind of surfactants. Since the purpose of the study
is to demonstrate the application of our IFT model, only one kind of sur-
factant is used as an example. However, for other kinds of surfactants, the
model parameters a and b can be deduced in the similar way according to
the measured macroscopic parameters (IFTopt, IFT0, IFTmin , IFTmax and
CMC) in order to obtain the corresponding IFT model given by (3-5).

Thus, using the measurements shown on Figure 5, the IFT curves are
obtained as functions of salinity for each temperature, 20 or 40◦C (Figure 6),
with the parameters a and b given in Table 3.

The found values of a and b yield very small variations of salinity window
w(s) within the ultra-low IFT salinity range for both temperatures (Table
2). For the optimal salinity, w(s∗) at 20◦C is found of about 1.9 g/L while
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Figure 7: Schematic IFT behavior with the surfactant concentration.

for 40◦C it is about 9.3 g/L.

4.2. The dependence of IFT on surfactant concentration

Through experimental studies, it is well-known that the water-oil interfa-
cial tension behavior is very sensitive to the surfactant content until it reaches
its critical micelle concentration (CMC) as schematically shown in Figure 7.
Thus, for the surfactant injection simulations, the IFT variations with the
surfactant concentration should imperatively be taken into account.

In the software PumaflowTM , the following correlation is proposed

IFT (c) = IFT∞

(
IFT0
IFT∞

)exp(− c
CMC

ln( IFT0
IFT∞ ))

(6)

where c is the concentration of surfactant, CMC is the critical micelle con-
centration, IFT0 = IFT (c = 0 g/L) and IFT∞ = IFT (c→∞).

It should be noted, that IFT0 as well as IFT∞ are salinity and temper-
ature dependent. However, for the experiments represented here, IFT0 does
not vary a lot in the considered temperature and salinity ranges, therefore, let
us consider it as a constant. On the other hand, IFT∞ salinity dependence
can be expressed by IFT (s) obtained by (3).

The temperature effects are not studied here. The measurements for 20 et
40◦C are only used in order to get the corresponding fitted curves of IFT (s).

10



4.3. Summary of IFT correlation

Using the IFT surfactant concentration and the salinity dependences (6)
and (3), a general correlation IFT (c, s) is obtained in the following form

IFT (c, s) = IFT (s)

(
IFT0
IFT (s)

)exp(− c
CMC

ln( IFT0
IFT (s)))

(7)

with

IFT (s) = IFTopt

(
F (s)
IFTopt

)1−exp(− (s−s∗)2

(a+bs)2s∗2

)
,

F (s) = 1
2

(IFTmax + IFTmin)− 1
π

tan−1
(
s−s∗
δ

)
(IFTmax − IFTmin)

(8)

Thus, using a limited number of the surfactant measurements, the gen-
eral formulation allows to get a good description of the IFT evolution during
the numerical simulations of the surfactant injection under various salin-
ity/concentration conditions.

5. Numerical experiments

This section addresses the application of the previously obtained IFT cor-
relations and study the sensitivity of this method using PumaflowTM software
based on a fully implicit scheme [17, 18]. In this purpose, a simple 1D model
is constructed based on the realistic parameters detailed in [16].

5.1. Core sample

A Berea Sandstone core is considered with the relevant properties given
by [19, 20, 21] and listed in Table 4.

5.2. Reservoir specification

The core sample pressure is set to 1 bar. The oil viscosity is constant
equal to 1 cP. Since the thermal effects are not a subject of the present
study, let us set the reservoir at constant temperature, T = 20◦C.
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Diameter [cm], [19] 5.08
Length [cm], [19] 30.48
Porosity [-], [20] 0.22
Permeability [mD], [19] 776
Compressibility [bar−1], [21] 0.25×10−5

Irreducible water saturation Swi [-], [20] 0.35
Residual oil saturation Sor [-], [20] 0.36

Table 4: Core properties.

5.3. Brine

A reservoir brine corresponds to one used for the previous experiments
(Table 1). In the numerical model, it is represented through one pseudo
ion of the molar mass 31.6 g/mol and initial concentration 35 g/L which
corresponds to the reservoir brine salinity.

As shown by measurements (Section 3) for the temperature T = 20◦C,
the optimal salinity of 69 g/L was obtained for the surfactant concentration
of 8 g/L. However, taking into account the IFT behavior as function of c
(Figure 7) given by equation (6), far from CMC, the IFT does not vary
with the surfactant concentration. Therefore, in the numerical simulations
it is chosen to inject 3 g/L of the surfactant within the brine with the ion
concentration of 69 g/L.

The brine viscosity is constant and equals to 1 cP.

5.4. Surfactant model and water-oil interfacial tension

The baseline formulation, the mixture of surfactants used for the IFT
measurements (Table 1), is implemented for the numerical experiments. There
is no surfactant adsorption considered in the present study.

Then, using the experimental measurements obtained at 20◦C, the water-
oil interfacial tension can be obtained by the formulation (7, 8) with the
parameters given in Table 5.

In Figure 8a, the resulting curves of IFT as a function of the surfactant
concentration c is shown for the optimal salinity s = s∗ = 69 g/L, for the
salinities closed to s∗, i.e., s = 67 and 71 g/L, and for the limits s = 0 and
100 g/L. Then, in Figure 8b, the resulting IFT is plotted as a function of the
salinity s for three values of c, c = CMC/2, c = CMC and c = 3 g/L which
corresponds to the concentration of the surfactant in the injection brine.
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s∗, [g/L] 69
CMC, [g/L] 0.1
IFTopt, [mN/m] 0.005
IFT0, [mN/m] 30
IFTmax, [mN/m] 0.4
IFTmin, [mN/m] 0.05
a, [-] -0.32036
b, [L/g] 0.004242

Table 5: The parameters used for the IFT (c, s) (7, 8).

(a) (b)

Figure 8: IFT as function of surfactant concentration for a few salinity values (a) and
as function of salinity for a few fixed values of the surfactant concentration within the
”transition” range and far from CMC.
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(a) (b)

Figure 9: (a) Studied variations of the salinity window w(s)s∗−1 (9) and (b) the corre-
sponding IFT (7, 8) calculated for the surfactant concentration c = 3 g/L.

In the proposed IFT model (7, 8), the parameters a and b are obtained
through the results of the IFT measurements within the ultra-low IFT salin-
ity range. We would like to demonstrate the sensitivity of the proposed IFT
formulation to the quality of these measurements and precision of the fitted
values a and b.

Let us remind here that the parameters a and b are directly related to the
salinity window w(s) (5). Suppose that at the optimal salinity, w(s∗)s∗−1 is
correctly identified by (5). Then, the uncertainty element is the slope which
characterize how fast the salinity window changes around the optimal salinity
range. Thus, one obtains

w(s)s∗−1 = w(s∗)s∗−1 + b(s− s∗) (9)

Therefore, for the sensitivity analysis, the formulation (9) is used with
the variation of slope b in the range b ∈ [0, 0.007] L/g.

The studied variations of the salinity window w(s)s∗−1 and corresponding
to them IFT are shown in Figure 9. The formulation (9) yields that at
the optimal salinity, the interfaciel tension equals to IFTopt for any b. For
b ≤ 0.005 L/g, the IFT at the extreme values of salinity (s = 0 and 100 g/L)
differ from the measured values by less than 1%, while for b = 0.006 and
0.007 at zero salinity, IFT is obtained, respectively, 3 and 9% smaller than
IFTmax.

Thus, the major influence of the measurements/fit precision will be cap-
tured in the range of salinity which corresponds to the transition between
IFTmax and IFTopt; roughly, it is within s ∈ [50, 65] g/L.
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Parameters Low Nc High Nc

Swi, [-] 0.35 0
Sor, [-] 0.36 0
Krmaxw , [-] 0.4 1
Krmaxo , [-] 0.95 1
no, [-] 2 1
nw, [-] 5 1

Table 6: End-points of relative permeability curves for lowest and highest capillary number
Nc.

5.5. Relative permeability and capillary desaturation curve (CDC)

Consider a water-wet core sample. The water-oil interfacial tension im-
pacts the surfactant flooding by means of capillary number Nc which char-
acterizes the ratio between viscous and capillary forces

Nc =
µw‖−→uw‖
IFT

(10)

where µw is the water viscosity and ‖−→uw‖ is the norm of the water phase
velocity.

Then, the relative water and oil permeabilities, Krw and Kro, respec-
tively, depend on Nc and can be obtained by an analytical model. Based
on Corey formulation [22] and according to the rules of the thumb [24, 25],
detailed in [23], the relative permeability curve is defined for a low capillary
number. Considering a totally miscible flow for a high capillary number,
the Corey end-point are trivial. These two sets of relative permeability end-
points are provided in Table 6 and the relative water and oil permeabilities
are obtained by

Krw(Sw, Nc) = Krmaxw (Nc)
(

Sw−Swi(Nc)
1−Swi(Nc)−Sor(Nc)

)nw(Nc)

Kro(So, Nc) = Krmaxo (Nc)
(

So−Sor(Nc)
1−Swi(Nc)−Sor(Nc)

)no(Nc) (11)

where nw and no are the Corey parameters for water and oil phases, respec-
tively, Swi the irreducible water saturation, Sor the residual oil saturation,
Krmaxw and Krmaxo the end-points for the relative permeabilities, Sw and So
the water and oil saturations.
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(a) (b)

(c)

Figure 10: The end-points (Table 6) dependence on the capillary number Nc given in
[26, 27].

The capillary desaturation curve (CDC) describe the decrease of the resid-
ual oil saturation with respect to the capillary number Nc, and it can be
obtained by an analytical formulation proposed by [26]. Consequently, the
irreducible water saturation and the Corey parameters, can be obtained in
the same form [27]. The end-points of the relative water and oil permeabili-
ties are then obtained as given in [26]. The corresponding curves are shown
in Figure 10.

6. Results and discussion

Initially, the core is water saturated with Sw = 1−Sor = 0.64. The brine
with surfactant is injected at constant rate of 0.001 m3/day during about
0.04 days, then, the brine without surfactant continue to be injected till 0.6
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(a) (b)

(c) (d)

Figure 11: The resulting surfactant concentration (a), salinity (b), water saturation (c)
and capillary number (d) in the core at time ≈ 0.054 days ≈ 4 injected pore volumes
(IPV) . The dots (right-hand axis labels) correspond to the relative difference between the
results for various b and those obtained using its fitted value.

days. The production well is controlled through a constant pressure equal to
1 bar.

6.1. IFT correlation sensitivity

The modification of the window around the optimal salinity does not
affect the optimal salinity but only the shape.

As described in Section 5.4, the sensitivity of the results to the precision
of the IFT model is studied first. For this, the numerical simulations are
performed with the interfacial tensions obtained as shown in Figure 9b for
various slopes b of the salinity window (9). Brine is injected at the optimal
salinity.

In Figure 11, the results for the surfactant concentration c, the salinity s,
the water saturation Sw and the logarithm of the capillary number log(Nc)
are shown within the core at time 0.054 days, which corresponds to approx-
imately 4 injected pore volumes. The impact of the studied IFT models is
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Figure 12: The produced oil for various slopes b of the salinity window. The dots (right-
hand axis labels) correspond to the relative difference between the results for various b
and those obtained using its fitted value.

insignificant and do not exceeds 10% compared to the results obtained with
the initial fit given by parameters in Table 5. The surfactant concentration
and the salinity are definitely unaffected by the IFT variations, while the
major differences in the capillary number and water saturation are obtained
in a transition ranges between maximum and minimum values of c and s.

Since, at the optimal salinity, the IFT is the same for all the cases, then
only transitory profiles are modified. Thus, in Figure 12, the oil production
differences are observed while the core salinity doesn’t achieve the value of
the optimal salinity. Finally, the same volume of oil is produced for all the
cases.

6.2. Optimal salinity sensitivity

In order to demonstrate the error in the oil production estimation in-
duced by a slightly inaccurate measurements of the optimal salinity, four
simulations are performed.

Suppose that the interfacial tension given by (7, 8) with parameters from
Table 5, is exact for a given surfactant. Then, consider the salinity of the
injected fluid is ±1% and ±3% wrong compared to s∗ = 69 g/L, i.e., sinj =
66.93, 68.31, 69.69 and 71.07 g/L. In Figure 13, these points are shown on
the used IFT curve. The interfacial tension for the salinities s∗ ± 1% is 42
and 56 % higher than expected IFTopt and for s∗±3% it is about eight times

18



Figure 13: IFT points corresponding to studied errors on the optimal salinity.

higher.
The results within the core at 4 injected pore volumes are shown in Figure

14. For the surfactant concentration and the salinity, the major differences
are observed on transitory profiles which is related to the mobility reduc-
tion due to the interfacial tensions. For the injected salinity sinj < s∗, the
IFT have never reached IFTopt and, consequently, the profiles are in advance
compared to the case of sinj = s∗. Similarly, for sinj > s∗, the profiles are de-
layed according to the difference in IFT, but the relative error is insignificant
and does not exceeds 4% for c and 2% for s. Obviously, on backward of the
injection front, the salinity is established to the corresponding sinj values.

The analysis of the water saturation and the capillary number profiles is
more complicated (Figure 14c, d). They are influenced not only by the inter-
facial tensions, but also by the capillary desaturation (Figure 10). However,
the cases with sinj = s∗ ± 1% are closed to the results with true optimal
salinity, while the cases of sinj = s∗ ± 3% yield more significant differences
due to the corresponding IFT for current (c, s) values.

In Figure 15, the error in the oil production estimation induced by the
optimal salinity is demonstrated. When using sinj = s∗ ± 1%, there is no
significant impact on the production results. Then, for sinj = s∗ + 3%, the
produced oil is slightly underestimated by about 2.5% while for sinj = s∗−3%
the difference is about 8%. Injecting the salinity superior of s∗, the core
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(a) (b)

(c) (d)

Figure 14: The surfactant concentration (a), salinity (b), water saturation (c) and capillary
number (d) in the core at ≈ 4 IPV) . The dots (right-hand axis labels) correspond to the
relative difference between the results for various sinj and those obtained for sinj = s∗.
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Figure 15: The produced oil for various errors in optimal salinity s∗. The dots (right-hand
axis labels) correspond to the relative difference between the results for various sinj and
those obtained for sinj = s∗.

salinity will reach first the value s = s∗, for which the interfacial tension is
optimal, and it allows the better oil sweep before the salinity reaches sinj.
On the contrary, when sinj < s∗, the IFT keeps always higher than IFTopt,
and, therefore, the oil production estimation is worse than for the case of
sinj > s∗.

Thus, for the oil production estimation using the proposed interfacial
tension model (7, 8), the determination of the optimal salinity reveals more
important than the variation of the salinity window around this value.

7. Conclusions

In this paper, the model of the interfacial tension which vary with the
surfactant and salt concentration for realistic industrial surfactants is de-
termined. It allows to predict the interfacial tension with a good accuracy
compared to the experimental data. This model can then be used to perform
numerical simulations of the surfactant injection in a porous media in order
to estimate its behavior in realistic conditions.

The sensitivity of the proposed IFT model to the various included param-
eters was studied. This example reveals a possible errors in the oil production
estimation due to the errors in the IFT model parameters.
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The study conducted here allows to get a full modelization of flooding ex-
periment including a realistic variation of interfacial tension with the different
parameters involved with a minimum of data from laboratory experiments
which are often missing during the first steps of faisability study for the
surfactant injection in reservoir.

Main results of this paper are a new model which allows to capture the
salinity and surfactant concentration variation in the interfacial tension be-
havior based on a few laboratory measurements, and the application of this
model for the oil production estimation through the numerical simulations
under different reservoir/injection conditions.

It should be noted, that in the present study, the surfactant injection
was studied for a constant temperature. However, for the important differ-
ences between surface and reservoir temperatures, the IFT behavior with the
temperature should be included in the model at the next step of the study.

To go further, new chemistries or new combination of surfactants could
be evaluated using the proposed model.
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