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Abstract

We consider dynamics driven by interaction energies on graphs. We intro-
duce graph analogues of the continuum nonlocal-interaction equation and interpret
them as gradient flows with respect to a graph Wasserstein distance. The particular
Wasserstein distance we consider arises from the graph analogue of the Benamou–
Brenier formulation where the graph continuity equation uses an upwind interpola-
tion to define the density along the edges. While this approach has both theoretical
and computational advantages, the resulting distance is only a quasi-metric. We
investigate this quasi-metric both on graphs and on more general structures where
the set of “vertices” is an arbitrary positive measure. We call the resulting gradient
flow of the nonlocal-interaction energy the nonlocal nonlocal-interaction equation
(NL2IE). We develop the existence theory for the solutions of the NL2IE as curves
of maximal slope with respect to the upwind Wasserstein quasi-metric. Further-
more, we show that the solutions of the NL2IE on graphs converge as the empiri-
cal measures of the set of vertices converge weakly, which establishes a valuable
discrete-to-continuum convergence result.
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Notation

We list here some symbols used throughout the paper.

• M(A) is the set of Borel measures on A ⊆ R
d .

• M+(A) is the set of non-negative Borel measures on A.
• P(A) ⊂M+(A) is the set of Borel probability measures on A.
• P2(A) ⊆ P(A) stands for the elements of P(A) with finite second moment,

that is,

M2(ρ) :=
∫

A
|x |2 dρ(x) <∞.

• Cb(A) is the set of bounded continuous functions from A to R.
• a+ := max{0, a} and a− := (−a)+ are the positive and negative parts of a ∈ R.
• μ ∈M+(Rd) sets the underlying geometry of the state space; it is sometimes
referred to as base measure.
• ρ ∈ P(Rd) denotes a configuration; the natural setting is that supp ρ ⊆ suppμ,

although we allow for general supports as needed for stability results.
• η : {(x, y) ∈ R

d × R
d : x �= y} → [0,∞) is the edge weight function.

• G = {(x, y) ∈ R
d × R

d : x �= y, η(x, y) > 0} are the edges.
• ρ1 ⊗ ρ2 ∈M+(G) is the product measure of ρ1, ρ2 ∈M+(Rd) restricted to

G.
• γ1 = ρ ⊗ μ and γ2 = μ⊗ ρ.
• Vas(G) is the set of antisymmetric graph vector fields on G, defined in (1.6).
• ∇ f is the nonlocal gradient of a function f : Rd → R, while ∇ · j is the

nonlocal divergence of a measure-valued flux j ∈M(G); see Definition 2.7.
• A stands for the action functional; see Definition 2.3.
• T denotes the nonlocal transportation quasi-metric; see (2.22).
• CET (ρ0, ρ1) denotes the set of paths (solutions to the nonlocal continuity equa-
tion for densities (1.7) ormeasures (2.12)) on the time interval [0, T ] connecting
two measures ρ0, ρ1 ∈ P(Rd); we set CE := CE1.

Let us also specify the notions of narrow convergence and convolution. A sequence
(ρn)n ⊂M(A) is said to converge narrowly to ρ ∈M(A), in which case we write
ρn ⇀ ρ, provided that

∀ f ∈ Cb(A),

∫
A
f dρn →

∫
A
f dρ as n→∞.
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Given a function f : A× A→ R and ρ ∈M(A), we write f ∗ ρ the convolution
of f and ρ, that is,

f ∗ ρ(x) =
∫

A
f (x, y) dρ(y) for any x ∈ A such that the right-hand side exists.

1. Introduction

We investigate dynamics driven by interaction energies on graphs, and their
continuum limits. We interpret the relevant dynamics as gradient flows of the in-
teraction energy with respect to a particular graph analogue of the Wasserstein
distance. We prove the convergence of the dynamics on finite graphs to a contin-
uum dynamics as the number of vertices goes to infinity. To do this we create a
unified setup where the continuum and the discrete dynamics are both seen as par-
ticular instances of the gradient flow of the same energy, with respect to a nonlocal
Wasserstein quasi-metric whose state space is adapted to the configuration space
considered.

Let us first introduce the problem on finite graphs where it is the simplest to
describe.

1.1. Graph Setting with General Interactions

Consider an undirected graph with vertices X = {x1, . . . , xn} and edge weights
wx,y � 0, satisfying wx,y = wy,x for all x, y ∈ X . Although technically not nec-
essary, we impose the natural requirement that wx,x = 0. The interaction potential
is a symmetric function K : X × X → R, while the external potential is denoted
P : X → R. We consider a “mass” distribution ρ : X → [0,∞), and we require∑

x∈X ρx = 1. The total energy EX : P(X)→ R is a combination of the interaction
energy EI and the potential energy EP :

EX (ρ) = EI (ρ)+ EP (ρ) = 1

2

∑
x∈X

∑
y∈X

Kx,yρxρy +
∑
x∈X

Pxρx . (1.1)

The gradient descent of EX that we study is described by the following system of
ODE for the mass distribution:

dρx

dt
= −1

2

∑
y∈X

(
jx,y − jy,x

)
wx,y, (1.2)

jx,y = 1

n

(
ρx (vx,y)+ − ρy(vx,y)−

)
, (1.3)

vx,y = −
∑
z∈X

ρz(Ky,z − Kx,z)− (Py − Px ). (1.4)

The quantities v : X×X → R and j : X×X → R are defined on edges and model
the graph analogues of velocity and flux. An evolution by such system is illustrated
on Fig. 1. The system (1.2)–(1.4) is the gradient flow of the energy EX with respect
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Fig. 1. A solution of the nonlocal-interaction equation on graphs driven by the energy (1.1).
We consider a graph based on 240 sample points X from a 2D two-moon data set. The
connectivity distance is ε = 0.7. The edgeweights arewx,y = exp(−6|x−y|2) if |x−y| � ε

and zero otherwise. The interaction potential is Kx,y = 1 − exp(−d(x, y)2/10), where
d(x, y) is the graph distance between vertices x and y of X with edge weights 1/wx,y , and
the external potential is P ≡ 0. The solution, starting from a uniform distribution, is shown
at time t = 60. Brighter color indicates more mass

to a new graph equivalent of the Wasserstein metric. The concept of Wasserstein
metrics on finite graphs were introduced independently by Chow et al. [14],Maas
[36], and Mielke [37,38]. All of the approaches rely on graph analogues of the
continuity equation to describe the paths in the configuration space. On graphs the
mass is distributed over the vertices and is exchanged over the edges. Hence, the
analogues of the vector field and the flux are defined over the edges. However, the
flux should be the product of the velocity (an edge-based quantity) by the density
(a vertex-based quantity). Thus, one has to interpolate the densities at vertices to
define the density (and hence the flux) along the edges. The choice of interpolation
is not unique, and has important ramifications.

While the overall structure of our setup is derived from one in [36], which we
recall in Section 1.4; the form of the interpolation used is related to the upwind
interpolation used in [14] and is almost identical to one in [13]. While in [14]
the authors considered only the direction of the flux due to the potential energy to
determine which density to use on the edges, in our case the density chosen depends
on the total velocity and we furthermore include the interaction term which itself
depends on the configuration. In particular, we use an upwind interpolation based
on the total velocity. In the context of graphWasserstein distance, such interpolation
was first used by Chen et al. [13].

The “velocities” v we consider can be assumed to be antisymmetric: vx,y =
−vy,x for all x, y ∈ X . In the graph setting, whichwe normalize in order to consider
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limit n → ∞, the continuity equation with upwind interpolation is obtained by
combining (1.2) with the flux-velocity relation (1.3). Similarly to [36] and exactly
as in [13], we define the graph Wasserstein distance by minimizing the action,
which is the graph analogue of the kinetic energy:

A(ρ, v) = 1

n

∑
x∈X

∑
y∈X

(vx,y+)2wx,yρx .

As in [13,14,36,38], the graph Wasserstein distance is defined by adapting the
Benamou–Brenier formula:

T (ρ0, ρ1)2 = inf
(ρ,v)∈CEX (ρ0,ρ1)

∫ 1

0
A(ρ(t), v(t)) dt,

where CEX (ρ0, ρ1) is the set of all paths (i.e., solutions of (1.2)–(1.3)) connecting
ρ0 and ρ1.

It is important to observe that, in our setting, T is not symmetric (that is,
T (ρ0, ρ1) is in general different from T (ρ1, ρ0)). The reason for this is that in
general, A(ρ, v) �= A(ρ,−v). Therefore the nonlocal Wasserstein distance which
arises from the upwind interpolation is only a quasi-metric. The action A(ρ, v)

provides a Finsler structure to the tangent space, instead of the usual Riemannian
structure. Formally the system (1.2)–(1.4) is the gradient flow of EX with respect to
this Finsler structure; we present a derivation of this fact in a more general setting
in Section 3.1. The system is also the curve of steepest descent with respect to
quasi-metric T , which is the point of view we use to create rigorous theory in the
general setting.

Remark 1.1. The well-posedness of (1.2)–(1.4) is a straightforward consequence
of the Picard existence theorem. Namely, note that the simplex 1 � ρx � 0,∑

x∈X ρx = 1 is an invariant region of the dynamics and that on it the vector field
(1.4) is Lipschitz continuous in ρx , x ∈ X .

Remark 1.2. One could consider other interpolations instead of the upwind one.
In particular, if we considered an interpolation of the form I (ρx , ρy) instead of the
upwind one, the only change in the gradient flow would be that the velocity-flux re-
lation (1.3) would become jx,y = 1

n I (ρx , ρy)vx,y . We note that this can have major
implications on the resulting dynamics. In particular, for the logarithmic interpola-
tion, I (r, s) = (r − s)/(ln r − ln s), or the geometric interpolation, I (r, s) = √rs,
the resulting dynamics would never expand the support of the solutions, so even
for repulsive potentials the mass may not spread throughout the domain. On the
other hand, using the arithmetic interpolation, I (r, s) = (r + s)/2, would not work
directly since the solutions may become negative. In this case additional technical
steps, like a Lagrange multiplicator as in [39], are necessary to obtain the evolution
of a non-negative probability density. We use the more physical inspired upwind
flux, which automatically ensures the positivity of the density.

Before we turn to the general setting we point out that the system (1.2)–(1.4)
offers a new model of graph-based clustering, which is briefly discussed in Sec-
tion 1.5.
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1.2. General Setting for Vertices in Euclidean Space

Here we introduce the general framework for studies of interaction equations
on families of graphs and their limits as the number of vertices n goes to ∞.
In particular, in the applications to machine learning which we briefly discuss in
Section 1.5, the graphs considered are random samples of some underlyingmeasure
in Euclidean space, and the edge weights, as well as the interaction energy, depend
on the positions of the vertices. The vertices are points in Rd . The edges are given
in terms of a non-negative symmetric weight function η : {(x, y) ∈ R

d × R
d :

x �= y} → [0,∞), which defines the set of edges as G = {(x, y) ∈ R
d × R

d :
x �= y, η(x, y) > 0}. From the discrete setting, the set of vertices is replaced
by the more general notion of a measure on R

d ; the discrete graphs with vertices
X = {x1, . . . , xn} ⊂ R

d correspond to μ being the empirical measure of the set of
points, μ = 1

n

∑n
i=1 δxi . The distribution of mass over the vertices is described by

the measure ρ ∈ P(Rd) and in most applications we consider supp ρ ⊆ suppμ.
However, in order to prove general stability results (e.g., Theorem 3.14), we need
to allow that initially part of the support of ρ is outside of the support ofμ; we think
of such mass as outside of the domain specified by μ. The mass starting outside of
the support of μ can only flow into the support of μ. Here we present the evolution
assuming ρ � μ, while in Sections 2 and 3 we present the setup in full generality.
Furthermore, we denote by ρ both the measure and its density with respect to μ.

The evolution of interest is the gradient descent of the energy E : P(Rd)→ R

given by

E(ρ) = 1

2

∫
Rd

∫
Rd

K (x, y) dρ(x) dρ(y)+
∫

Rd
P(x) dρ(x), (1.5)

where K : Rd ×R
d → R is symmetric and P : Rd → R. This energy generalizes

(1.1) in terms of the configurations ρ and specializes it in terms of the type of
potentials K and P considered. In fact, from now on we omit the subscripts X
referring to the vertices (e.g. in the energy) since our general setting allows for
distribution of mass outside of the support of μ. The gradient flow we consider
takes the form

∂tρt (x) = −
∫

Rd
jt (x, y)η(x, y) dμ(y) =: −(∇ · jt )(x),

jt (x, y) = ρt (x)vt (x, y)+ − ρt (y)vt (x, y)−,

vt (x, y) = − (K ∗ ρt (y)− K ∗ ρt (x)+ P(y)− P(x)) .

(NL2IE)

The system (NL2IE) consists first of a nonlocal continuity equation, where the
divergence ∇· is encoded with the graph structure described through μ and η (see
Definition 2.7). Secondly, it involves a mapping from velocity to flux, which in our
case is the upwind flux and encodes the geometry of the gradient structure. Finally,
the third equation identifies the driving velocity as the nonlocal gradient of the
variation of the energy (1.5). Overall, we obtain that (NL2IE) is the gradient flow
of the energy E with respect to a generalization of the graph Wasserstein metric we
now introduce.
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Nonlocal Continuity Equation Let us set

Vas(G) := {v : G → R : v(x, y) = −v(y, x) for all (x, y) ∈ G} (1.6)

and call its elements nonlocal (antisymmetric) vector fields on G; for any pair
(x, y) ∈ G the value v(x, y) can be regarded as a jump rate from x to y. Let us fix
a final time T > 0 throughout the paper and let a family {vt }t∈[0,T ] ⊂ Vas(G) be
given. In the case ρt � μ for all t ∈ [0, T ], it is possible to combine the first two
equations in (NL2IE) in order to arrive at the nonlocal continuity equation

∂tρt (x)+
∫

Rd
(ρt (x)vt (x, y)+−ρt (y)vt (x, y)−) η(x, y) dμ(y)=0, μ-a.e. x ∈Rd .

(1.7)

For general curves ρ : [0, T ] → P(Rd), it is necessary to consider the weak form
of (1.7), which is discussed in Section 2.3.

We remark that the general setup we develop allows for the solution ρ to de-
velop atoms and persist even after the atoms have formed. Heuristic arguments
and numerical experiments indicate that there are equations covered by our theory
for which this is the case. For example, if μ is the Lebesgue measure on R, ρ0
the restriction of the Lebesgue measure to [−0.5, 0.5], K (x, y) = |x − y| and
η(x, y) = 1/(x − y)2, then the solutions develop delta mass concentrations at 0
in finite time. Understanding for which K and η solutions do develop finite time
singularities is an interesting open problem.

We note that when defining the flux in (1.7) we define the density along edges to
be the density at the source; analogously to an upwind numerical scheme.While, as
we show, this leads to a convenient framework to consider the dynamics, it creates
the difficulty that the resulting distance, that we are about to define, is not symmetric
and is thus only a quasi-metric.

Upwind Nonlocal Transportation Metric We use the nonlocal continuity equa-
tion (1.7) to define anonlocalWasserstein quasi-distance in analogy to theBenamou–
Brenier formulation [6] for the classical Kantorovich–Wasserstein distances [50].
That is, for two probability measures ρ0, ρ1 ∈ P2(R

d), let

Tμ(ρ0, ρ1)
2

:= inf
(ρ,v)∈CE(ρ0,ρ1)

{∫ 1

0

∫∫
G
|vt (x, y)+|2η(x, y) dρt (x) dμ(y) dt

}
, (1.8)

where CE(ρ0, ρ1) is the set of weak solutions ρ to the nonlocal continuity equation
(see Definition 2.14) on [0, 1] with ρ(0) = ρ0 and ρ(1) = ρ1. We note that the
notion of the nonlocal Wasserstein distance for measures on Rd was introduced by
Erbar [23], who used it to study the fractional heat equation. One difference is that
the interpolation we consider is beyond the scope of [23]. Very recently [43] has
extended the gradient flow viewpoint of the jump processes to generalized gradient
structures driven by a broad class of internal energies.

Another difference is that here the measureμ plays an important role in how the
action is measured and allows one to incorporate seamlessly both the continuum
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case (e.g., μ is the Lebesgue measure onRd ) and the graph case (μ is the empirical
measure of the set of vertices).

The notions above are rigorously developed in Section 2, where we list the pre-
cise assumption (W) on the edge weight function η and the joint assumptions (A1)
and (A2)y on η and the underlying measure μ. We then rigorously introduce the
action (Definition 2.3), which is a nonlocal analogue of kinetic energy; we show
its fundamental properties, in particular joint convexity (Lemma 2.12) and lower
semicontinuity with respect to narrow convergence (Lemma 2.9). In Section 2.3
we rigorously introduce the nonlocal continuity equation in measure-valued flux
form (2.12); we introduce the notion on all of Rd where μ does not initially play
a role. The measure μ enters the framework by considering paths of finite action.
Proposition 2.17 establishes an important compactness property of sequences of
solutions. In Section 2.4 we turn our attention to the nonlocal Wasserstein quasi-
metric based on the upwind interpolation, which we introduce in Definition 2.18.
The compactness of solutions of the nonlocal continuity equation and the lower
semicontinuity of the action imply the existence of (directed) geodesics (Proposi-
tion 2.20). We do not characterize the geodesics. Nevertheless we note that this is a
interesting problem.A possible approach in this direction is via duality using nonlo-
cal analogues of the Hamilton-Jacobi equations, similarly to how this problem was
recently treated in the discrete setting in [28,30]. Following the work of Erbar [23]
we show that the nonlocal Wasserstein quasi-metric generates a topology on the set
of probability measures which is stronger than the W1 topology (i.e., the Monge
distance or the 1-Wasserstein metric). Analogously to [2] we show the equivalence
between the paths of finite length with respect to the quasi-metric and the solutions
of the nonlocal continuity equation with finite action (Proposition 2.20). The set of
probability measures endowed with the quasi-metric T has a formal structure of a
Finsler manifold, and parts of this structure can be described; in particular, in (2.27)
we describe the tangent space at a given measure ρ using the fluxes. We note that
using fluxes, instead of velocities, is necessary since, because of the upwinding,
the relation between the velocities and the tangent vectors is not linear (Proposi-
tion 2.26) and in particular not symmetric. For this reason the resulting gradient
structure is also different to the large class of nonlinear, however still symmetric,
flux-velocity relations considered in [43]. We conclude Section 2 by showing that,
given a measure μ, the finiteness of the action ensures that any path starting within
the support of μ will remain within the support of μ (Proposition 2.28).

Nonlocal Nonlocal-Interaction Equation In Section 3 we develop the existence
theory of the equation (NL2IE) based on the interpretation as the gradient flow
of E with respect to the quasi-metric T defined in (1.8). We begin by listing the
precise conditions (K1)–(K3) on the interaction kernel K . We note that these are
less restrictive than the typical conditions for the well-posedness of the standard
nonlocal-interaction equation in Euclidean setting [2,10].

Before we turn to the rigorous theory of weak solutions as curves of maxi-
mal slope on quasi-metric space, we discuss the gradient flow structure in a more
geometric setting, namely the Finsler structure related to T . Indeed, the action [for-
mally given by the time integrand in (1.8), and rigorously defined by (2.4)] defines
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a positively homogeneous norm (namely a Minkowski norm) on the tangent space.
The Hessian of the square of the norm endows the tangent space at each measure
with the formal structure of a Riemann manifold. We compute this Riemann metric
in “Appendix A” under an absolute-continuity assumption. With this assumption,
we show that (NL2IE) is the gradient flow of E with respect to the Finsler structure
in Section 3.1. For simplicity, we consider P ≡ 0, since the extension to P �≡ 0 is
straightforward, as it is explained in Remark 3.2.

In Section 3.2 we develop the rigorous gradient descent formulation based on
curves of maximal slope in the space of probability measures endowed with the
quasi-metric T . The theory of gradient flows in the spaces of probability measures
endowed with the standard Wasserstein metric was developed in [2]. Here we ex-
tend it to the setting of quasi-metric spaces, endowed with the nonlocalWasserstein
distance. This requires several delicate arguments. We start by introducing the no-
tions of one-sided strong upper gradient (Definition 3.12) and curves of maximal
slope (Definition 3.8). We define the local slope D in (3.19) by using a heuristi-
cally derived gradient of the energy E , and show, using a chain rule established in
Proposition 3.10, that

√
D is a one-sided strong upper gradient for E with respect

to T . One of our main results is Theorem 3.9, which establishes the equivalence
between curves of maximal slope and weak solutions of (NL2IE). In Section 3.4
we prove several important results. Namely Theorem 3.14 establishes that the De
Giorgi functional GT is stable under variations of the base measure μ and of the
solutions. A consequence of this result is the convergence of solutions of (NL2IE)
on graphs defined on random samples of a measure to solutions of (NL2IE) corre-
sponding to the full underlying measure (Remark 3.17). The proof of Theorem 3.14
relies on the lower semicontinuity of the local slope (Lemma 3.12) and the lower
semicontinuity of the De Giorgi functional (3.13). Another important consequence
is the existence of weak solutions of (NL2IE), which is proved in Theorem 3.15.

Remark 1.3. (Asymptotics) Describing the steady states and determining the long-
time asymptotics of (NL2IE) are natural and important problems. Both questions
have been extensively studied for the nonlocal-interaction equations (NLI) which
are Wasserstein gradient flows of (1.5) with P ≡ 0. For attractive interaction
potentials it was shown that the solutions converge to a delta mass [7], while for
more general repulsive–attractive potentials very rich families of steady states were
discovered [3,35].We remark that the dynamics of the (NL2IE) can be significantly
different. Namely, as the example of Remark 3.18 shows, the solutions for attractive
potentials do not necessarily converge to a point.

A further question closely related to asymptotics is the contractivity of solutions
of (NL2IE). For Riemannian gradient flows the contractivity of the flow follows
form the geodesic convexity of the energy. In particular if K (x, y) = k(x − y),
where k is symmetric and convex, the NLI flow is contractive inWasserstein metric
[2,11]. Determining the geodesic convexity of energies in the setting of the nonlocal
Wasserstein metrics is an intriguing question. Thus far, the only result in the general
(not purely discrete) setting is the geodesic convexity of the entropy [23]. However,
for Finslerian gradient flows we caution that establishing geodesic convexity does
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not imply contractivity, as [42] shows. Instead a new property of skew-convexity
[42, Definition 3.1] needs to be investigated.

Finally we note that the asymptotics of gradient flows with respect to (nonlocal)
Wasserstein metrics in discrete setting has recently been investigated in [15,26],
where the equations also include diffusion (i.e., energy includes an entropic con-
tribution). These papers use the convexity of the total energy in the discrete setting
to establish the exponential convergence of the flow towards the unique minimizer.
Establishing under which conditions (on the graph construction, etc.) do these esti-
mates persist in the discrete to continuum limit as the number of vertices increases
is an interesting open problem.We also remark that, while these results do not carry
over to our setting, analyzing the asymptotics of (NL2IE) in purely discrete setting
is an intriguing and potentially approachable question.

1.3. Relation to the Numerical Finite-Volume Upwind Scheme

Equation (1.7) can be interpreted in several ways. For example, it can be under-
stood as the master equation of a continuous-time and continuous-space Markov
jump process on the graphon (Rd , η), that is, a continuous graph with vertices Rd ,
and symmetric weight η(x, y) for (x, y) ∈ {(x, y) ∈ R

d × R
d : x �= y}. The

stochastic interpretation is that a particle at position x ∈ R
d jumps according to the

measure v(x, y)+η(x, y) dμ(y) to y ∈ R
d . In this way it gives rise to a Markov

jump process related to the numerical upwind scheme.
The numerical upwind scheme is one of the basic finite-volume methods used

to solve conservation laws; see [29]. To draw the connection, let {x1, . . . , xn} be
a suitable representative of a tessellation {K1, . . . , Kn}, for instance a Voronoi
tessellation, of some bounded domain 	 ⊂ R

d . Let μ be the Lebesgue measure on
	 and take η to be the transmission coefficient common in finite-volume schemes:
η(xi , x j ) = Hd−1(Ki∩K j )/Leb(Ki ), for i, j ∈ {1, . . . , n}, whereHd−1(Ki∩K j )

is the d−1 dimensionalHausdorffmeasure of the common face between Ki and K j .
With this choice the equation (1.7) becomes the (continuous-time) discretization
of the classical continuity equation

∂tρt + ∇ · (vt ρt ) = 0

for somevector field vt : 	→ R
d . Hereby, the discretized vector field vt is obtained

from vt by taking the average over common interfaces:

vt (xi , x j ) = 1

Hd−1(Ki ∩ K j )

∫
Ki∩K j

vt · νKi ,K j dHd−1,

where νKi ,K j is the unit normal to Ki pointing from Ki to K j . We refer to the recent
work [9] for a variational interpretation of the upwind scheme, which is close to
that we propose for the more general equation (1.7). Earlier results in this direction
are contained in [21,38].

The connection to finite-volume schemes explains also that the nonlocality
in (1.7) introduces a regularization, which in the numerical literature is referred to
as numerical diffusion. That the numerical diffusion is actually an honest Markov
jump process, as described at the beginning of this section, was observed and used
to find optimal convergence rates in the works [19,20,45,46].
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1.4. Comparison with Other Discrete Metrics and Gradient Structures

The interpretation of diffusion on graphs as gradient flows of the entropy was
independently carried out in [14,36,37]. Herewe recall the descriptions of the flows
relying on reversible Markov chains, which was the framework used in [25,27,36].
Starting with Markov chains, which then determine the edge weights, offers an
additional layer of modeling flexibility. In particular, consider the Markov chain
with state space X = {x1, . . . , xn} and jump rates {Qx,y}x,y∈X . Let πx be the
reversible probability measure for the Markov chain, meaning that it satisfies the
detailed balance condition πx Qx,y = πy Qy,x . The edge weights {wx,y}x,y∈X are
givenbywx,y = πx Qx,y . The energy considered is the relative entropy: forρ : X →
[0, 1] with∑x∈X ρx = 1 we define

H(ρ | π) =
∑
x

ρx log
ρx

πx
=
∑
x

ρx log ρx −
∑
x

ρx logπx = S(ρ)+ EP (ρ)

with Px = − logπx . (1.9)

The paths in the configuration space are given as the solution of the continuity
equation which for the flux { jx,y : [0, T ] → R}x,y∈X takes the form (1.2).

To compute the flux from a given velocity {vx,y}x,y∈X (an edge-based quantity)
and density {ρx }x∈X (a vertex-based quantity), one interpolates the densities at
vertices to define the density (and hence the flux) along the edges. The literature so
far has considered a proportional constitutive relation of the form

jx,y = vx,y θ

(
ρx

πx
,
ρy

πy

)
, (1.10)

where the function θ : R+ × R+ → R+ needs to be one-homogeneous for di-
mensional reasons. In addition, it is assumed that the function θ is an interpola-
tion, that is, min{a, b} � θ(a, b) � max{a, b}. The choice providing a gradient
flow characterization for linear Markov chains is the logarithmic mean, defined by
θ(a, b) = a−b

log a−log b for a �= b and θ(a, a) = a.
The associated transportation distance is obtained by minimizing the action

functional

A(ρ, j) = 1

2

∑
x,y

jx,y vx,y wx,y = 1

2

∑
x,y

∣∣ jx,y∣∣2
θ
(

ρx
πx

,
ρy
πy

)πx Qx,y . (1.11)

The corresponding transportation distance is induced as the minimum of the action
along paths:

inf

{∫ 1

0
A(ρ(t), j (t)) dt : (ρ(t), j (t)

)
t∈[0,1] solves (1.2) and ρ(0)=ρ0, ρ(1)=ρ1

}
.

As we do in Corollary 2.8, it was shown that it suffices to consider antisymmetric
fluxes. To arrive at a gradient flow formulation, one considers the metric induced
by the action function (1.11):
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gρ( j1, j2) = 1

2

∑
x,y

j1x,y j2x,y

θ
(

ρx
πx

,
ρy
πy

)πx Qx,y . (1.12)

Then the gradient gradH of the relative entropy (1.9) with respect to this metric is
given as the antisymmetric flux j∗ of minimal norm satisfying

gρ(gradH, j) = DiffH[ j] = d

dt

∣∣∣∣
t=0

H(ρ̃(t)), (1.13)

for any curve (ρ̃(t))t�0 such that ∂tρ(0) = −(∇ · j). Expanding (1.13) and using
that j∗ is antisymmetric gives

1

2

∑
x,y

jx,y j∗x,y
θ
(

ρx (t)
πx

,
ρy(t)
πy

)πx Qx,y = −1

2

∑
x,y

(
log

ρx (t)

πx
− log

ρy(t)

πy

)
jx,y wx,y .

Since this identity holds for all jx,y , the flux j∗ is identified by

j∗x,y = −
(
log

ρx

πx
− log

ρy

πy

)
θ

(
ρx (t)

πx
,
ρy(t)

πy

)
= −

(
ρx (t)

πx
− ρy(t)

πy

)
,

where the last equality holds for the particular choice of the logarithmic mean
interpolation θ(r, s) = r−s

ln r−ln s . By plugging j∗x,y into the continuity equation (1.2),
one recovers the (linear) heat equation on graphs.

The next relevant step is the introduction of the interaction and the potential
energies as in (1.1). In particular, [25] provides a gradient flow structure for free
energy functionals of the form

Fβ(ρ) = β−1S(ρ)+ EX (ρ), (1.14)

whereβ > 0 is the inverse temperature. This is the discrete analogueof theMcKean-
Vlassov equation. Finding a desirable gradient flow structure is nontrivial since
considering the logarithmic interpolation, which makes the diffusion term linear,
would make the potential term nonlinear, and thus the Fokker–Planck equation on
graphs would be nonlinear. To cope with this, the framework of [25] extends the
linear theoryoutlined above to a family of nonlinearMarkovchains satisfying a local
detailed balance condition. The consequence for the resulting gradient structure is
that the quantities {πx }x∈X ,

{
Qx,y

}
x,y∈X and

{
wx,y

}
x,y∈X depend on the current

stateρ in such away that the detailed balance conditionwx,y[ρ] = πx [ρ]Qx,y[ρ] =
πy[ρ]Qy,x [ρ] is still valid for all ρ ∈ P(X). In particular, forFβ defined in (1.14),
it holds that

πx [ρ] = 1

Zβ

exp

(
−β

(
Px +

∑
y

Kx,yρy

))
with

Zβ =
∑
x

exp

(
−β

(
Px +

∑
y

Kx,yρy

))
.
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It would be natural to try to build the framework for the case β = ∞, which we
consider in this paper, by taking the limit β → ∞ in the framework of [25]. It
turns out that this limit is singular for the constructed gradient structure. First of
all, the measure πx [ρ] degenerates at all points except at the argmin of the effective
potential x �→ Px +∑y Kx,yρy . This causes the constitutive relation (1.10) to
become meaningless. A more detailed analysis also shows that the metric in (1.12)
degenerates.

We also note that in this setting the potential functions P and K and inverse
temperature β enter the metric in (1.11) through the weights wx,y and rate matrix
Qx,y . This is in stark contrast to the continuous classical gradient flow formulation
for free energies of the form Fβ form (1.14), where the metric is always the L2-
Wasserstein distance, independently of the potentials P and K and also of the
inverse temperature β > 0, including β = ∞ [2,10,11,33].

Another approach to McKean-Vlasov equations is to consider the arithmetic
interpolation, as was done in [15]. The theory the authors developed requires the
densities to be strictly positive and diffusion to be present.We note that the diffusion
itself is nonlinear.

The above problems lead us to consider the upwind interpolation in the flux-
velocity relation (1.10). In view of (1.2), this relation is replaced in the present
setting by

jx,y = ρx (vx,y)+ − ρy(vx,y)− = �(ρx , ρy; vx,y)vx,y where

�(a, b; v) =

⎧⎪⎨
⎪⎩
a if v > 0,

b if v < 0,

0 if v = 0.

(1.15)

Note that the relation (1.15) is a functional relation between velocity and flux with
the interpolation � depending on the velocity.

We remark that solutions of system (1.2)–(1.4) are not the limit of the gradient
flows in [25] as β → ∞. We emphasize here that the limit of these dynamics as
β →∞would in fact not be the desirable gradient flow of the nonlocal-interaction
energy, since the initial support of the solutions would never expand; see the related
Remark 1.2.

We conclude this section by observing that it seems possible to generalize the
upwind interpolation in a continuous way to define a flux-velocity relation to deal
with free energiesFβ for β > 0. A candidate, inspired by the Scharfetter–Gummel
scheme [44], is the following constitutive flux-velocity relation depending on β:

jβx,y = vx,y
ρx exp

(
βvx,y/2

)− ρy exp
(−βvx,y/2

)
exp
(
βvx,y/2

)− exp
(−βvx,y/2

) .

In particular, it holds that jβx,y → jx,y as β →∞, where jx,y is as in (1.15). The

form of jβx,y can be physically deduced from the one-dimensional cell problem for

the unknown value jβx,y ∈ R and function ρ : [0, 1] → R:

jβx,y = −β−1∇ρ(·)+ vx,y ρ(·) on [0, 1], with ρ(0) = ρx and ρ(1) = ρy .
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Note that jβx,y = ρx−ρy
β

for vx,y = 0, which is the flux due to Fick’s law. Likewise,

jβx,y = 0 for vx,y = β−1 log ρy
ρx
, which is the velocity needed to counteract the

diffusion. In [47], it is shown that the Scharfetter–Gummel finite volume scheme
provides a stable positivity preserving numerical approximation of the diffussion-
aggregation equation, which also respects the thermodynamic free energy structure.
We pursue the investigation of the existence of a possible related gradient structure
in future research.

1.5. Connections to Machine Learning

Part of the motivation for the present work comes from applications to machine
learning. Here we introduce a family of nonlinear gradient flows that is relevant to
discovering local concentrations in networks akin to modes of a distribution.

Our main interest is in equations posed on graphs whose vertices are random
samples of some underlying distribution and whose edge weights are a function of
distances betweenvertices. Inmachine learning one often dealswith data in the form
of a point cloud in high-dimensional space. While the ambient dimension may be
very large, the data often possess an underlying low-dimensional structure that can
be used in making reliable inferences about the underlying data distribution. To use
the geometric information, we follow one of the standard approaches and consider
graphs associated to point clouds. Formulating the machine learning tasks directly
on the point cloud enables one to access the geometric structure of the distribution
in a simple and computationally efficient way. The works in the literature have
mostly focused on models based on minimizing objective functionals modeling
tasks such as clustering or dimensionality reduction [5,31,32,34,40], or based on
characterizing clusters through estimating some property of the data distribution
(most often the density); see [12] and references therein. Only few dynamical
models have been considered—notable among them are diffusionmaps [16], where
the heat equation is used to redistance the points.

Here we focus on models that are motivated by nonlocal PDEs. Consider a
probability measure μ on R

d with finite second moments. Let X = {x1, . . . , xn}
be random i.i.d. samples of the measure μ. Let μn = 1

n

∑n
i=1 δxi be the empirical

measure of the sample and let K : Rd ×R
d → R be symmetric and P : Rd → R.

The total energy EX : P(X)→ R, given in (1.1), for the empirical measure μn can
be rewritten as

EX (μn) = EI (μn)+ EP (μn)

= 1

2

∫∫
Rd×Rd

K (x, y) dμn(x) dμn(y)+
∫

Rd
P(x) dμn(x). (1.16)

The gradient flow of EX with respect to the graph Wasserstein metric Tμn defined
in (1.8) is described by the ODE system (1.2)–(1.4), where Kxi ,x j = K (xi , x j )
and Pxi = P(xi ) for all i, j ∈ {1, . . . , n}. Another evolution by such system is
illustrated on Fig. 2.

Here we remark on the contrast between (1.2)–(1.4) and the gradient flow of
(1.16) in the ambient space R

d , with respect to the standard Wasserstein metric,
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Fig. 2. A solution of the nonlocal-interaction equation on graphs driven by the energy (1.1).
We consider a random geometric graph based on 240 sample points X from a 2D bean data
set. The connectivity distance is ε = 0.23. The edge weights are wx,y = exp(−24|x − y|2),
provided that the vertices x and y of X are connected. The interaction potential is Kx,y =
1 − exp(−8|x − y|2) and the external potential is P ≡ 0. The solution, starting from a
uniform distribution, is shown at time t = 200. Brighter color indicates more mass (right)

which takes the form

ẋi = −∇P(xi )−
n∑
j=1

ρ j∇xi K (xi , x j ). (1.17)

The first notable difference is that, on the graph, masses change and the positions
remain fixed, while in R

d positions change and the masses remain fixed. This
difference is somewhat superficial, since both equations describe the rearrangement
of mass in order to decrease the same energy in the most efficient way measured by
two different metrics. Themain difference is that the graph encodes the geometry of
the space that mass is allowed to occupy. In particular, it ensures that the geometric
mode discovered will be a data point itself.

We note that the popular mean-shift algorithm [17] can be interpreted as a
time-stepping algorithm to approximate solutions of (1.17) with K ≡ 0 and P =
ln(θ ∗ μn(0)), where μn(0) is the empirical measure of the initial distribution
of particles and θ ∗ μn(0) is the kernel density estimate of the density ρ of the
underlying distribution. Namely the step of the mean-shift algorithm is to replace
the position of the particle at x j by the center of mass of θ( · − x j ) ∗ μn(0) and
iterate the procedure. Formal expansion shows that this is a time step of the forward
scheme for the flow driven by P = ln(θ ∗ μn(0)). We note that considering the
gradient flow of the corresponding energy on the graph (1.2)–(1.4) ensures that
the modes of the distribution discovered by the (graph) mean-shift algorithm will
remain within the data set. Furthermore, we note that adding nonlocal attraction
on the graph progressively clumps nearby masses together and thus provides an
approach to agglomerative clustering.

One of our main results, stated in Theorem 3.14, is that as n→∞ the solutions
of the graph-based equation (1.2)–(1.4) narrowly converge along a subsequence to
a solution of the nonlocal nonlocal-interaction equation (NL2IE).
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2. Nonlocal Continuity Equation and Upwind Transportation Metric

2.1. Weight Function

Throughout the paper we consider a weight function η : {(x, y) ∈ R
d × R

d :
x �= y} → [0,∞), which shall always satisfy{

η is continuous onG = {(x, y) ∈ R
d × R

d : x �= y, η(x, y) > 0
} ;

η is symmetric and non-negative, that is η(x, y) = η(y, x) for all (x, y) ∈ G.

(W)

Since η is symmetric, we regard the edges set G as undirected graph. Many of
the edge-based quantities we consider, like vector fields and fluxes, will lie in an
η-weighted L2 space, L2(η λ) for some λ ∈M(G). The space L2(η λ) is equipped
with the inner product

〈 f, g〉L2(ηλ)= 1
2

∫∫
G f (x, y)g(x, y)η(x, y)dλ(x, y) for all f, g ∈ L2(η λ), (2.1)

where the factor 1
2 ensures that each undirected edge is counted only once.

Below we state two assumptions on the base measure μ ∈ M+(Rd) and the
weight function η, where we use the notation ∨ to denote the maximum.

(A1) (moment bound)The family of functions {(|x − ·|2 ∨ |x − ·|4) η(x, ·)}x∈Rd

is uniformly integrable with respect toμ, that is, for someCη ∈ (0,∞), it holds
that

sup
x∈Rd

∫ (
|x − y|2 ∨ |x − y|4

)
η(x, y) dμ(y) � Cη.

(A2) (local blow-up control) The family of measures {|x − ·|2η(x, ·)μ(·)}x∈Rd

is locally uniformly integrable, that is,

lim
ε→0

sup
x∈Rd

∫
Bε(x)\{x}

|x − y|2 η(x, y) dμ(y) = 0, where

Bε(x) =
{
y ∈ R

d : |x − y| < ε
}
.

Remark 2.1. Continuity on G in (W) is needed to obtain lower semicontinuity of
the action functional; see Lemma 2.9. Assumption (A1) ensures well-posedness
of the nonlocal continuity equation we shall introduce in Section 2.3, whereas As-
sumption (A2) is necessary for compactness of solutions to the nonlocal continuity
equation; see Proposition 2.17.

Example 2.2. Typically the function η is a function of the distance

η(x, y) = ϑ
(|x − y|) for all (x, y) ∈ G,

where ϑ : (0,∞) → [0,∞) is continuous on {ϑ > 0} and satisfies analogues
of (A1) and (A2). An important example are geometric graphs with connectivity
distance given by ε > 0 and weight

ηε(x, y) = 2(2+ d)

ε2

χBε(x)(y)

|Bε| for all (x, y) ∈ G. (2.2)
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In this example, fixing μ = Leb(Rd), we conjecture that the weak formulation
of (NL2IE)—see Section 3—converges to the nonlocal aggregation equation ∂tρt =
∇ · (ρt∇K ∗ ρt + ρt∇P) as ε → 0 for sufficiently smooth potentials K and P .
See Section 3.5 for a discussion on the local limit.

2.2. Action

The form of the action inside (1.8) seems practical, but it does not have any
obvious convexity and lower semicontinuity properties. Therefore, we define the
action in flux variables.We start by introducing some notation. For a signedmeasure
j ∈M(G), we denote by j = j+ − j− its Jordan decomposition. Moreover, for
any measurable A ⊆ G, let A� = {(y, x) ∈ R

d × R
d : (x, y) ∈ A} be its

transpose. Likewise, for j ∈ M(G), we denote by j� the transposed measure
defined by j�(A) = j(A�).

For any measures μ ∈ M+(Rd) and ρ ∈ P(Rd), we define the (restricted)
product measures γi ∈M+(G) for i = 1, 2 as

dγ1(x, y) = dρ(x) dμ(y) and

dγ2(x, y) = dμ(x) dρ(y) for (x, y) ∈ G. (2.3)

Note that γ�1 = γ2. We define the action for general η which we only require to
satisfy Assumption (W), i.e., continuity on G, symmetry and positivity.

Definition 2.3. (Action) For μ ∈M+(Rd), ρ ∈ P(Rd) and j ∈M(G), consider
λ ∈M(G) such that ρ ⊗ μ,μ⊗ ρ, | j | � |λ|. We define

A(μ; ρ, j) = 1

2

∫∫
G
α

(
d j
d|λ| ,

d(ρ ⊗ μ)

d|λ|
)

η d|λ|

+1

2

∫∫
G
α

(
− d j
d|λ| ,

d(μ⊗ ρ)

d|λ|
)

η d|λ|. (2.4)

Hereby, the lower semicontinuous, convex, and positively one-homogeneous func-
tion α : R× R+ → R+ ∪ {∞} is defined, for all j ∈ R and r � 0, by

α( j, r) :=

⎧⎪⎨
⎪⎩

( j+)2

r if r > 0,

0 if j � 0 and r = 0,

∞ if j > 0 and r = 0,

(2.5)

with j+ = max{0, j}. If the measure μ is clear from the context, we writeA(ρ, j)
for A(μ; ρ, j).

Note that Definition 2.3 is well-posed since the one-homogeneity of α makes
it independent of the particular choice of λ as long as the absolute continuity
condition in Definition 2.3 is satisfied. An example of such measure is a λ such that
|λ| = |ρ ⊗ μ| + |μ⊗ ρ| + | j |. Moreover, λ can be chosen symmetric, otherwise
it can be replaced by 1

2 (λ+ λ�).
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Remark 2.4. We note that the action is inversely proportional to the measure μ:
doubling themeasureμ leads to halving the action. This has important consequence
for the wayμ influences the geometry of the space of measures. In particular,μ not
only sets the region where mass can be transported, but also makes the transport
less costly in the regions of high density of μ.

Remark 2.5. If ρ � μ, then we denote its density by ρ by abuse of notation, and
if furthermore j � μ⊗ μ with density j , then it holds that

A(μ; ρ, j) = 1

2

∫∫
G

(
( j (x, y)+)2

ρ(x)
+ ( j (x, y)−)2

ρ(y)

)
η(x, y) dμ(x) dμ(y).

In the following lemma we can see that the action takes the form from the
tentative definition of the metric in (1.8), as soon as it is bounded.

Lemma 2.6. Letμ ∈M+(Rd),ρ ∈ P(Rd)and j ∈M(G)be such thatA(μ; ρ, j) <

∞. Then there exists a measurable v : G → R such that

d j(x, y) = v(x, y)+ dρ(x) dμ(y)− v(x, y)− dμ(x) dρ(y), (2.6)

and it holds that

A(μ; ρ, j) = 1

2

∫∫
G

(
|v(x, y)+|2 + |v(y, x)−|2

)
η(x, y) dρ(x) dμ(y).(2.7)

In particular, if v ∈ Vas(G), then

A(μ; ρ, j) =
∫∫

G
|v(x, y)+|2η(x, y) dρ(x) dμ(y). (2.8)

Proof. Letλ ∈M+(G)be such that dγ1(x, y) = dρ(x) dμ(y) = γ̃1(x, y) dλ(x, y),
likewise dγ2(x, y) = dμ(x) dρ(y) = γ̃2(x, y) dλ(x, y), and d j = j̃ dλ for some
measurable γ̃1, γ̃2, j̃ : G → R. Without loss of generality we can assume λ to be
symmetric; for instance by considering 1

2 (λ+ λ�) instead. Thus, (2.4) implies

A(μ; ρ, j)

= 1

2

∫∫
G

(
α
(
j̃(x, y), γ̃1(x, y)

)+ α
(− j̃(x, y), γ̃2(x, y)

))
η(x, y) dλ(x, y) <∞.

By the definition of the function α in (2.5), it immediately follows that the vector

field ṽ+(x, y) = j̃(x,y)+
γ̃1(x,y)

is well-defined γ1-a.e. on G. By the same argument, we

find that ṽ−(x, y) = j̃(x,y)−
γ̃2(x,y)

is well-defined γ2-a.e. on G. Since γ1 = γ�2 we have

that
(
ṽ−
)� exists γ1-a.e. on G. Hence, we obtain the measurable vector field

v(x, y) = ṽ+(x, y)− ṽ−(x, y).

The statement (2.7) follows by using the positively one-homogeneity of α, the
identity α( j, r) = α( j+, r) and the symmetry of λ:

A(μ; ρ, j) = 1

2

∫∫
G
α
(
v(x, y)+γ̃1(x, y), γ̃1(x, y)

)
η(x, y) dλ(x, y)
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+ 1

2

∫∫
G
α
(
v(x, y)−γ̃2(x, y), γ̃2(x, y)

)
η(x, y) dλ(x, y)

= 1

2

∫∫
G
|v(x, y)+|2γ̃1(x, y) η(x, y) dλ(x, y)

+ 1

2

∫∫
G
|v(y, x)−|2γ̃1(x, y) η(x, y) dλ(x, y).

Definition 2.7. (Nonlocal gradient and divergence) For any function φ : Rd → R

we define its nonlocal gradient ∇φ : G → R by

∇φ(x, y) = φ(y)− φ(x) for all (x, y) ∈ G.

For any j ∈ M(G), its nonlocal divergence ∇ · j ∈ M(Rd) is defined as η-
weighted adjoint of ∇, i.e.,

∫
φ d∇ · j = −1

2

∫∫
G
∇φ(x, y)η(x, y) d j(x, y)

= 1

2

∫
φ(x)

∫
η(x, y) (d j(x, y)− d j(y, x)) .

In particular, for j ∈Mas(G) := { j ∈M(G) : j� = − j},
∫

φ d∇ · j =
∫∫

G
φ(x)η(x, y) d j(x, y).

If j is given by (2.6) for some v ∈ Vas(G), then the flux satisfies an antisym-
metric relation on the support of γ1-a.e. on G, i.e., j+ = ( j�)− γ1-a.e. on G. The
following corollary shows that those antisymmetric fluxes are the relevant ones
for the minimization of the action functional. For this reason, the natural class of
fluxes are thosemeasure onG which are antisymmetricwith positive part absolutely
continuous with respect to γ1, that is,

Mas
γ1

(G) = { j ∈M(G) : j+ � γ1, j− � γ�1 , j+ = ( j�)− γ1-a.e.
}

(2.9)

Corollary 2.8. (Antisymmetric vector fields have lower action) Let μ ∈M+(Rd),
ρ ∈ P(Rd) and j ∈ M(G) be such that A(μ; ρ, j) < ∞. Then there exists an
antisymmetric flux jas ∈Mas

γ1
such that

∇ · j = ∇ · jas,

with lower action:

A(μ; ρ, j as) � A(μ; ρ, j).
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Proof. Let us set jas = ( j − j�)/2. Since η is symmetric and
(∇φ

)� = −∇φ,
we get ∫∫

G
∇φ η d j as = 1

2

∫∫
G
∇φ η ( d j − d j�)

= 1

2

∫∫
G
∇φ η d j − 1

2

∫∫
G

(∇φ
)�

η d j

=
∫∫

G
∇φ η d j .

By an application of Lemma 2.6 and comparison of (2.7) and (2.8) it is enough to
show that, for all (x, y) ∈ G,

∣∣vas(x, y)+∣∣2 + ∣∣vas(x, y)−∣∣2 + ∣∣vas(y, x)+∣∣2 + ∣∣vas(y, x)−∣∣2
� |v(x, y)+|2 + |v(x, y)−|2 + |v(y, x)+|2 + |v(y, x)−|2

for any measurable v : G → R, where vas(x, y) = (v(x, y)− v(y, x)) /2. This
estimate is a consequence of Jensen’s inequality applied to the convex functions

ϕ± : R→ R with ϕ±(r) = (r±)2 .

Lemma 2.9. (Lower semicontinuity of the action) The action is lower semicontin-
uous with respect to the narrow convergence inM+(Rd)×P(Rd)×M(G). That
is, if μn⇀μ inM(Rd), ρn⇀ρ in P(Rd), and jn⇀ j inM(G), then

lim inf
n→∞ A(μn; ρn, jn) � A(μ; ρ, j) .

Proof. First, note that the narrow convergence of any sequences (ρn)n and (μn)n
implies the narrow convergence of the product: ρn ⊗ μn ⇀ ρ ⊗ μ in P(Rd) ×
M+(Rd), therefore also in M+(G). Then, in Definition 2.3 consider the vector-
valued measure

λ = ( j , ρ ⊗ μ,μ⊗ ρ) .

Further, we define the function

f : G × R
3→ R by f

(
(x, y), ( j, γ1, γ2)

) = (α( j, γ1)+ α(− j, γ2)
)
η(x, y).

Since the function η is lower semicontinuous by (W) and α defined in (2.5) is
lower semicontinuous, jointly convex and positively one-homogeneous, f satisfies
the assumptions of [8, Theorem 3.4.3], whence the claim follows.

According to Definition 2.3, fluxes and action are strictly related. In case
A(μ; ρ, j) < +∞, we get a useful upper bound in the following lemma that
will be crucial in several technical parts later on.

Lemma 2.10. For anyμ ∈M+(Rd), ρ ∈ P(Rd), j ∈M(G) and anymeasurable
� : G → R+ it holds

(
1

2

∫∫
G
�η d| j |

)2
� A(μ; ρ, j)

∫∫
G
�2 η (dγ1 + dγ2). (2.10)
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Proof. Let μ ∈M+(Rd), ρ ∈ P(Rd) and j ∈M(G) be such that A(μ; ρ, j) <

+∞. Let |λ| ∈ M+(G) be such that γ1, γ2, | j | � |λ| as in Definition 2.3 and
write γi = γ̃i |λ| and | j | = | j ||λ| for the densities.

We have that A := {(x, y) ∈ G : α( j, γ̃1) = ∞ or α(− j, γ̃2) = ∞
}
is a

λ-nullset. We observe the elementary inequality

( j+)2 + ( j−)2 � max{γ̃1, γ̃2}
(
α( j, γ̃1)+ α(− j, γ̃2)

)
, λ-a.e. in Ac.

In particular, it holds that

| j | = j+ + j− �
√
2max{γ̃1, γ̃2}

√
α( j, γ̃1)+ α(− j, γ̃2), λ-a.e. in Ac.

Hence we can estimate
1

2

∫∫
G
�η d| j | = 1

2

∫∫
G
�η | j | d|λ| = 1

2

∫∫
Ac

�η ( j+ + j−) d|λ|

� 1

2

∫∫
Ac

�η
√
2max {γ̃1, γ̃2}

√
α( j, γ̃1)+ α(− j, γ̃2) d|λ|

�
(∫∫

G
�2 η max {γ̃1, γ̃2} d|λ|

) 1
2

×
(
1

2

∫∫
G

(α( j, γ̃1)+ α(− j, γ̃2)) η d|λ|
) 1

2

.

Now, the result follows by estimating max {γ̃1, γ̃2} � γ̃1 + γ̃2.

As a consequence of the previous results we have the following corollary, which
will be useful in Section 2.3:

Corollary 2.11. Let μ ∈M+(Rd) satisfy (A1) for some Cη ∈ (0,∞), then for all
ρ ∈ P(Rd) and j ∈M(G) there holds

1

2

∫∫
G
(2 ∧ |x − y|)η(x, y) d| j |(x, y) �

√
2Cη A(μ; ρ, j). (2.11)

Proof. Let us consider the case A(μ; ρ, j) < ∞, otherwise the result is trivial.
From Lemma 2.6 we have d j(x, y) = v(x, y)+ dγ1(x, y) − v(x, y)− dγ2(x, y),
with dγ1(x, y) = dρ(x)μ(y) anddγ2(x, y) = dμ(x) dρ(y).ApplyingLemma2.10
for �(x, y) = 2 ∧ |x − y| and noticing �(x, y) � |x − y| � |x − y| ∨ |x − y|2,
we arrive at the bound(

1

2

∫∫
G
(2 ∧ |x − y|)η(x, y) d j

)2

� A(μ; ρ, j)
∫∫

G
(2 ∧ |x − y|)2η(x, y)(dγ1 + dγ2)

� A(μ; ρ, j) 2
∫∫

G

(
|x − y|2 ∨ |x − y|4

)
η(x, y) dμ(y) dρ(x)

� A(μ; ρ, j) 2Cη,

where the last estimate follows from (A1) and the integral is finite since ρ ∈ P(Rd).
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Lemma 2.12. (Convexity of the action) Let μi ∈ M+(Rd), ρi ∈ P(Rd) and
j i ∈ M(G) for i = 0, 1. For τ ∈ (0, 1) such that μτ = (1 − τ)μ0 + τμ1,
ρτ = (1− τ)ρ0 + τρ1 and j τ = (1− τ) j0 + τ j1, it holds

A(μτ ; ρτ , j τ ) � (1− τ)A(μ0; ρ0, j0)+ τA(μ1; ρ1, j1).

Proof. Let us consider a measure λ ∈ M(G) such that dγ i
j = γ̃ i

j dλ and d j i =
j̃
i
dλ for i = 0, 1 and j = 1, 2. Then, the convex combinations are such that

dγ τ
j = γ̃ τ

j dλ and d j τ = j̃
τ
dλ, where

γ̃ τ
j = (1− τ)γ̃ 0

j + τ γ̃ 1
j , for j = 1, 2,

and j̃
τ = (1− τ) j̃

0 + τ j̃
1
.

Using the convexity of the function α we get the result, that is,

A(μτ ; ρτ , j τ ) = 1

2

∫∫
G

(
α( j̃

τ
, γ̃ τ

1 )+ α(− j̃
τ
, γ̃ τ

2 )
)

η(x, y) dλ(x, y)

� 1− τ

2

∫∫
G

(
α( j̃

0
, γ̃ 0

1 )+ α(− j̃
0
, γ̃ 0

2 )
)

η(x, y) dλ(x, y)

+ τ

2

∫∫
G

(
α( j̃

1
, γ̃ 1

1 )+ α(− j̃
1
, γ̃ 1

2 )
)

η(x, y) dλ(x, y)

= (1− τ)A(μ0; ρ0, j0)+ τA(μ1; ρ1, j1).

2.3. Nonlocal Continuity Equation

In viewof the considerationsmade in Section 2.2,we nowdealwith the nonlocal
continuity equation

∂tρt + ∇ · j t = 0 on (0, T )× R
d , (2.12)

where (ρt )t∈[0,T ] and ( j t )t∈[0,T ] are unknown Borel families of measures inP(Rd)

and M(G), respectively. Equation (2.12) is understood in the weak form: ∀ϕ ∈
C∞c ((0, T )× R

d),
∫ T

0

∫
Rd

∂tϕt (x) dρt (x) dt + 1

2

∫ T

0

∫∫
G
∇ϕt (x, y)η(x, y) d j t (x, y) dt = 0.(2.13)

Since |∇ϕ(x, y)| � ||ϕ||C1(2 ∧ |x − y|), the weak formulation is well-defined
under the integrability condition

∫ T

0

∫∫
G
(2 ∧ |x − y|)η(x, y) d j t (x, y) dt <∞. (2.14)

Remark 2.13. The integrability condition (2.14) is automatically satisfied by a pair
(ρt , j t )t∈[0,T ] such that

∫ T
0 A(μ; ρt , j t ) dt <∞, due to Corollary 2.11.
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Hence we arrive at the following definition of weak solution of the nonlocal
continuity equation:

Definition 2.14. (Nonlocal continuity equation influx form)Apair (ρ, j) : [0, T ] →
P(Rd)×M(G) is called aweak solution to the nonlocal continuity equation (2.12)
provided that

(i) (ρt )t∈[0,T ] is weakly continuous curve in P(Rd);
(ii) ( j t )t∈[0,T ] is a Borel-measurable curve inM(G);
(iii) the pair (ρ, j) satisfies (2.13).

We denote the set of all weak solutions on the time interval [0, T ] by CET . For
ρ0, ρ1 ∈ P(Rd), a pair (ρ, j) ∈ CE(ρ0, ρ1) if (ρ, j) ∈ CE := CE1 and in addition
ρ(0) = ρ0 and ρ(1) = ρ1.

The following lemma shows that any weak solution satisfying (2.13), which
additionally satisfies the integrability condition (2.14) has a weakly continuous
representative and hence is a weak solution in the sense of Definition 2.14. This
observation justifies the terminology of curve in the space of probability measures;
see [2, Lemma 8.1.2] and [23, Lemma 3.1].

Lemma 2.15. Let (ρt )t∈[0,T ] and ( j t )t∈[0,T ] beBorel families ofmeasures inP(Rd)

and M(G) satisfying (2.13) and (2.14). Then there exists a weakly continuous
curve (ρ̄t )t∈[0,T ] ⊂ P(Rd) such that ρ̄t = ρt for a.e. t ∈ [0, T ]. Moreover, for any
ϕ ∈ C∞c ([0, T ] × R

d) and all 0 � t0 � t1 � T it holds that
∫

Rd
ϕt1(x) dρ̄t1(x)−

∫
Rd

ϕt0(x) dρ̄t0(x)

=
∫ t1

t0

∫
Rd

∂tϕt (x) dρt (x) dt

+ 1

2

∫ t1

t0

∫∫
G
∇ϕt (x, y)η(x, y) d j t (x, y) dt.

(2.15)

We now prove propagation of second-order moments.

Lemma 2.16. (Uniformly bounded second moments) Let (μn)n ⊂M+(Rd) such
that (A1) holds uniformly in n. Let (ρn

0 )n ⊂ P2(R
d) be such that supn∈N M2(ρ

n
0 ) <

∞ and (ρn, jn)n ⊂ CET be such that supn∈N
∫ T
0 A(μn; ρn

t , jnt ) dt < ∞. Then
supt∈[0,T ] supn∈N M2(ρ

n
t ) <∞.

Proof. We proceed by considering the time derivative of the second-order moment
of ρn

t for all t ∈ [0, T ] and n ∈ N. Since x �→ |x |2 is not an admissible test
function in (2.13), we introduce a smooth cut-off function ϕR satisfying ϕR(x) = 1
for x ∈ BR , ϕR(x) = 0 for x ∈ R

d\B2R and |∇ϕR | � 2
R . Then, we can use

the definition of solution with the function ψR(x) = ϕR(x)2(|x |2 + 1) and apply
Lemma 2.10 with � = ∇ψR to obtain, for all t ∈ [0, T ] and n ∈ N,

d

dt

∫
Rd

ψR(x) dρn
t (x)
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= 1

2

∫∫
G
∇ψR(x, y) η(x, y) d jnt (x, y)

�
√
A(μn; ρn

t , jnt )
(∫∫

G

∣∣∇ψR(x, y)
∣∣2 η(x, y)(dγ n

1 + dγ n
2 )

) 1
2

.

For R � 1, we estimate, for all (x, y) ∈ G,

|∇ψR(x, y)|2 � 2|ϕR(y)2 − ϕR(x)2|2 + 2|ϕR(y)2|y|2 − ϕR(x)2|x |2|2, (2.16)

and observe that
∣∣∣∇ϕ2

R(x, y)
∣∣∣ = ∣∣∇ϕR(x, y) (ϕR(x)+ ϕR(y))

∣∣ � 4

R
|x − y| .

Hence the first term in (2.16) is bounded by 32|x − y|2, since R � 1. For the
second term in (2.16), we abbreviate by setting r = ϕR(x)|x | and s = ϕR(y)|y|
and compute the bound

|s2 − r2|2 = |s − r |2|s + r |2 � 2|s − r |4 + 8|r |2|s − r |2

� 8
(
|r |2 + 1

) (
|s − r |2 ∨ |s − r |4

)
.

It is easy to check that x �→ ϕR(x)|x | is globally Lipschitz and we can conclude
that, for some numerical constant C > 0, for all (x, y) ∈ G we have

∣∣∇ψR(x, y)
∣∣2 � 32|x − y|2 + C |x |2

(
|x − y|2 ∨ |x − y|4

)

� C
(
|x |2 + 1

) (
|x − y|2 ∨ |x − y|4

)
.

Thus, by sending R→∞ and using (A1), it follows that

d

dt

∫
Rd

(
|x |2 + 1

)
dρn

t (x) �
√
A(μn; ρn

t , jnt )
(
2CCη

∫
Rd

(
|x |2 + 1

)
dρn

t (x)

) 1
2

By integrating the above differential inequality, we arrive at the bound
∫

Rd
|x |2 dρn

t (x) � 2
∫

Rd

(
|x |2 + 1

)
dρn

0 (x)+ 2CCηT
∫ T

0
A(μn; ρn

t , jnt ) dt,

whence we conclude by taking the suprema in n ∈ N and t ∈ [0, T ].
Now we are ready to show compactness for the solutions to (2.12).

Proposition 2.17. (Compactness of solutions to the nonlocal continuity equation)
Let (μn)n ⊂M+(Rd) and suppose that (μn)n narrowly converges toμ. Moreover,
suppose that the base measures μn and μ satisfy (A1) and (A2) uniformly in n. Let
(ρn, jn) ∈ CET for each n ∈ N be such that (ρn

0 )n satisfies supn∈N M2(ρ
n
0 ) <∞

and

sup
n∈N

∫ T

0
A(μn; ρn

t , jnt ) dt <∞. (2.17)
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Then, there exists (ρ, j) ∈ CET such that, up to a subsequence, as n→∞ it holds

ρn
t ⇀ ρt for all t ∈ [0, T ],
jn ⇀ j inMloc(G × [0, T ]),

with ρt ∈ P2(R
d) for any t ∈ [0, T ]. Moreover, the action is lower semicontinuous

along the above subsequences (μn)n, (ρ
n)n and ( jn)n, i.e.,

lim inf
n→∞

∫ T

0
A(μn; ρn

t , jnt ) dt �
∫ T

0
A(μ; ρt , j t ) dt.

Proof. We argue similarly to [22, Lemma 4.5], [23, Proposition 3.4]. For each
n ∈ N we define jn ∈M(G × [0, T ]) as d jn(x, y, t) = d jnt (x, y) dt . In view of
Lemma 2.16 there existsC2 > 0 such that supt∈[0,T ] supn∈N M2(ρ

n
t ) � C2 < +∞.

For any compact sets K ⊂ G and I ⊆ [0, T ], we apply the bound (2.11) of
Corollary 2.11 and the Cauchy–Schwarz inequality to get

sup
n∈N
| jn|(K × I ) � sup

n∈N

∫
I

∫∫
K

(2 ∧ |x − y|) η(x, y)

(2 ∧ |x − y|) η(x, y)
d| jnt |(x, y) dt

�
2
√|I |√2Cη

inf(x,y)∈K (2 ∧ |x − y|)η(x, y)

(
sup
n∈N

∫ T

0
A(μn; ρn

t , jnt ) dt
) 1

2

.

(2.18)

Thanks to Assumption (W), we have that inf(x,y)∈K (2∧|x− y|)η(x, y) > 0 for any
compact K ⊂ G. Hence, by (2.17), ( jn)n has total variation uniformly bounded in
n on every compact set of G×[0, T ], which implies, up to a subsequence, jn ⇀ j
as n→∞ inMloc(G×[0, T ]). Because of the disintegration theorem, there exists
a Borel family ( j t )t∈[0,T ] such that, for all compact sets I ⊆ [0, T ] and K ⊂ G,
there holds that j(K × I ) = ∫ I j t (K ) dt . Thanks to the bound (2.18), the family
{ j t }t∈[0,T ] still satisfies (2.14).

Now, as we need to pass to the limit in (2.13), we consider a function ξ ∈
C∞c (Rd) and an interval [t0, t1] ⊆ [0, T ]. The function χ[t0,t1](t)∇ξ(x, y) has
no compact support in [t0, t1] × G, so we proceed by a truncation argument. Let
ε > 0 and let us set I ε = [t0 + ε, t1 − ε], Nε = Bε−1 × Bε−1 , where Bε−1 ={
x ∈ R

d : |x | < ε−1
}
, and Gε = {(x, y) ∈ G : ε � |x − y|}. Hence we can find

ϕε ∈ C∞c ([t0, t1] × G; [0, 1]) satisfying
{ϕε = 1} ⊇ Iε × (Gε ∩ Nε) , (2.19)

so that ϕε → χ[t0,t1] χG as ε → 0 and ϕε χ[t0,t1] ∇ξ has compact support in
[t0, t1] × G. Then, we get thanks to Assumption (W), that

lim
n→∞

∫ t1

t0

∫∫
G
ϕε(t, x, y)∇ξ(x, y)η(x, y) d jnt (x, y) dt

=
∫ t1

t0

∫∫
G
ϕε(t, x, y)∇ξ(x, y)η(x, y) d j t (x, y) dt. (2.20)
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Now, it remains to show that

lim
ε→0

sup
n∈N

∣∣∣∣
∫ t1

t0

∫∫
G

(1− ϕε(t, x, y))∇ξ(x, y)η(x, y) d jnt (x, y) dt

∣∣∣∣ = 0.

(2.21)

We need to estimate terms for which ϕε(t, x) < 1. First, setting I cε = [t0, t1]\Iε,
we note that

[t0, t1] × G\{ϕε = 1} ⊆ (I cε × G
) ∪ (Iε × (G\(Gε ∩ Nε))

) =: Mε,

whence, by Lemma 2.10,
∣∣∣∣
∫ t1

t0

∫∫
G

(1− ϕε(t, x, y))∇ξ(x, y)η(x, y) d jnt (x, y) dt

∣∣∣∣
� ‖ξ‖C1

∫ t1

t0

∫∫
G

(1− ϕε(t, x, y)) (2 ∧ |x − y|) η(x, y) d| jnt |(x, y) dt

� 2‖ξ‖C1

(∫ T

0
A(μn; ρn

t , jnt ) dt
) 1

2

×
(∫∫∫

Mε

(
4 ∧ |x − y|2

)
η(x, y) d

(
γ n
1,t + γ n

2,t

)
dt

) 1
2

.

Since 4∧ |x − y|2 � |x − y|2 ∨ |x − y|4 we have, by Assumption (A1), the bound
∫

I cε

∫∫
G

(
4 ∧ |x − y|2

)
η(x, y) d

(
γ
1,n
t + γ

2,n
t
)
dt � 2|I cε |Cη = 4Cηε.

Likewise, using the symmetry, we arrive at
∫

Iε

∫∫
Gc

ε

(
4 ∧ |x − y|2

)
η(x, y) d

(
γ n
1,t + γ n

2,t

)
dt

= 2
∫ T

0

∫∫
Gc

ε

(
4 ∧ |x − y|2

)
η(x, y) dμn(y) dρn

t (x) dt,

which vanishes as ε → 0 in view of Assumption (A2). Finally, the last term is
estimated again using (A1):

∫
Iε

∫∫
G\Nε

(
4 ∧ |x − y|2

)
η(x, y) dγ 1,n

t dt

�
∫ T

0

∫
B
c
ε−1

∫
Rd

(
4 ∧ |x − y|2

)
η(x, y) dμn(y) dρn

t (x) dt

� TCη sup
t∈[0,T ]

ρn
t

(
B
c
ε−1
)
→ 0 as ε→ 0,

since M2(ρ
n
t ) � C2 for any n ∈ N and t ∈ [0, T ] by Lemma 2.16.
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Combining (2.20) and (2.21), we get

lim
n→∞

∫ t1

t0

∫∫
G
∇ξ(x, y) η(x, y) d jnt (x, y) dt

=
∫ t1

t0

∫∫
G
∇ξ(x, y) η(x, y) d j t (x, y) dt.

By means of the last convergence, the tightness of (ρn
0 )n , and (2.15) with ϕ(t, x) =

ξ(x), t0 = 0 and t1 = T , we obtain that (ρn
t )n locally narrowly converges to some

finite non-negative measure ρt ∈M+(Rd) for any t ∈ [0, T ]. In particular, for any
ξ ∈ C∞c (Rd) and any t ∈ [0, T ], we have
∫

Rd
ξ(x) dρt (x) =

∫
Rd

ξ(x) dρ0(x)+ 1

2

∫ t

0

∫∫
G
∇ξ(x, y)η(x, y) d j s(x, y) ds.

Now, for R > 0, let us consider a function ξR ∈ C∞c (Rd) such that 0 � ξ � 1,
ξ = 1 on BR , and ‖ξ‖C1 � 1. Because of the integrability condition (2.14), satisfied
thanks to Corollary 2.11, we have

∣∣∣∣
∫ t

0

1

2

∫∫
G
∇ξR(x, y) η(x, y) d j s(x, y) ds

∣∣∣∣
� 1

2

∫ t

0

∫∫
G\(BR×BR)

(2 ∧ |x − y|) η(x, y) d| j s | ds −−−→
R→∞ 0.

Hence the measure ρt is actually a probability measure on R
d for all t ∈ [0, T ].

Moreover Lemma 2.16 ensures that the convergence is global and not only local. As
a direct consequence of the previous considerations, (ρ, j) ∈ CET and the lower
semicontinuity follows from Lemma 2.9.

2.4. Nonlocal Upwind Transportation Quasi-Metric

Here, we give a rigorous definition of the nonlocal transportation quasi-metric
we introduced in (1.8). Let us recall that η : {(x, y) ∈ R

d ×R
d : x �= y} → [0,∞)

is the weight function satisfying (W).

Definition 2.18. (Nonlocal upwind transportation cost) For μ ∈ M+(Rd) satis-
fying Assumptions (A1) and (A2), and ρ0, ρ1 ∈ P2(R

d), the nonlocal upwind
transportation cost between ρ0 and ρ1 is defined by

Tμ(ρ0, ρ1)
2 = inf

{∫ 1

0
A(μ; ρt , j t ) dt : (ρ, j) ∈ CE(ρ0, ρ1)

}
. (2.22)

If μ is clear from the context, the notation T is used in place of Tμ.

Note that Proposition 2.17 ensures the existence of minimizers to (2.22), when
Tμ <∞, which holds when there exists a path of finite action. On the other hand, if
this is not the case, the nonlocal upwind transportation cost is infinite. For example,
consider the graph with vertices set byμ and ηwhich is disconnected, meaning that
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there are x, y ∈ suppμ such that there is no sequence (x0 = x, x1, . . . , xn−1, xn =
y)n with η(xi , xi+1) > 0 for all i = 0, . . . , n − 1; in this case, Tμ(δx , δy) = ∞
since the set of solutions to the continuity equation CE(δx , δy) is empty.

Due to the one-homogeneity of the action density function α in (2.5), we have
the following reparametrization result, which is similar to [22, Theorem 5.4]:

Lemma 2.19. (Reparametrization) For any μ ∈M+(Rd) satisfying Assumptions
(A1) and (A2), and any ρ0, ρT ∈ P2(R

d), it holds that

Tμ(ρ0, ρT ) = inf

{∫ T

0

√
A(μ; ρt , j t ) dt : (ρ, j) ∈ CET (ρ0, ρT )

}
.

Now, as consequence of the above reparametrization and Jensen’s inequality,
we have the following result, which implies that the infimum is in fact a minimum;
see [23, Proposition 4.3].

Proposition 2.20. For any μ ∈ M+(Rd) satisfying Assumptions (A1) and (A2),
and any ρ0, ρ1 ∈ P2(R

d) such that Tμ(ρ0, ρ1) < ∞, the infimum in (2.22) is
attained by a curve (ρ, j) ∈ CE(ρ0, ρ1) so that A(ρt , j t ) = Tμ(ρ0, ρ1)

2 for a.e.
t ∈ [0, 1]. Such curve is a constant-speed geodesic for Tμ, i.e.,

Tμ(ρs, ρt ) = |t − s|Tμ(ρ0, ρ1), for all s, t ∈ [0, 1].
The next proposition establishes a link between Tμ and the W1-distance.

Proposition 2.21. (Comparison with W1) Let μ ∈M+(Rd) satisfy (A1) for some
Cη > 0 (depending only on μ and η). Then for any ρ0, ρ1 ∈ P2(R

d) it holds

W1(ρ
0, ρ1) �

√
2Cη

√
T (ρ0, ρ1).

Proof. By a standard regularization argument and the truncation procedure as in
the proof of Lemma 2.16, we can actually consider any 1-Lipschitz function ψ as
a test function in the weak formulation (2.13) for some (ρ, j) ∈ CE(ρ0, ρ1). Then
we can estimate, by Lemma 2.10 and Assumption (A1),

∣∣∣∣
∫

Rd
ψdρ1 −

∫
Rd

ψ dρ0
∣∣∣∣

=
∣∣∣∣12
∫ 1

0

∫∫
G
∇ψ η d j t dt

∣∣∣∣ � 1

2

∫ 1

0

∫∫
G
|x − y| η(x, y) d| j t |(x, y) dt

�
(∫ 1

0
A(ρt , j t ) dt

) 1
2
(∫ 1

0

∫∫
G
|x − y|2η(x, y)

(
dγ1 + dγ2

)) 1
2

�
(∫ 1

0
A(ρt , j t ) dt

) 1
2

×
(
2
∫ 1

0

∫∫
G

(
|x − y|2 ∨ |x − y|4

)
η(x, y) dμ(y) dρt (x)

) 1
2
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�
√
2Cη

(∫ 1

0
A(ρt , j t ) dt

) 1
2

.

Taking the supremum over all 1-Lipschitz functions and the infimum in the cou-
plings (ρ, j) ∈ CE(ρ0, ρ1) gives the result.

The results above show thatTμ is an extended (meaning that it can take value∞)
quasi-metric on the set of probability measures which induces a topology stronger
than the W1-topology.

Theorem 2.22. Letμ ∈M+(Rd) satisfy Assumptions (A1) and (A2). The nonlocal
upwind transportation cost Tμ defines an extended quasi-metric on P2(R

d). The
map (ρ0, ρ1) �→ Tμ(ρ0, ρ1) is lower semicontinuous with respect to the narrow
convergence. The topology induced by Tμ is stronger than the W1-topology and
the narrow topology. In particular, bounded sets are narrowly relatively compact
in (P2(R

d), Tμ).

Proof. If Tμ(ρ0, ρ1) = 0, then A(μ; ρt , j t ) = 0 for a.e. t ∈ [0, 1]. Hence j t ≡ 0
γt -a.e., which implies that ρ0 ≡ ρ1 by the nonlocal continuity equation (2.15). The
triangle inequality is a consequence of Lemma 2.19 and the fact that solutions to
the nonlocal continuity equation can be concatenated. The lower semicontinuity
and compactness properties of Tμ are inherited from the action functional A via
Proposition 2.17. In view of the comparison with W1 from Proposition 2.21, we
have that the topology induced by Tμ is stronger than that induced by W1 and the
narrow topology.

The next lemma provides a quantitative illustration of asymmetry of T .

Lemma 2.23. (Two-point space) Let us consider the two-point graph 	 := {0, 1},
with η(0, 1) = η(1, 0) = α > 0, μ(0) = p > 0 and μ(1) = q > 0. Let
ρ, ν ∈ P2(	) and let ρ0, ρ1, ν0, ν1 ∈ [0, 1] be such that ρ = ρ0δ0 + ρ1δ1 and
ν = ν0δ0 + ν1δ1. There holds

T (ρ, ν) =
{

2√
αp

(√
ρ1 −√ν1

)
if ρ0 < ν0,

2√
αq

(√
ρ0 −√ν0

)
if ν0 < ρ0.

(2.23)

Proof. Let us fix λ = δ(0,1) + δ(1,0) and notice that ρ0 + ρ1 = 1 and ν0 + ν1 =
1 as ρ, ν are probability measures. Since 	 = {0, 1}, note that for any curve
t ∈ [0, 1] �→ ρt ∈ P2(	) there exists a function g : t ∈ [0, 1] �→ gt ∈ [0, 1]
accounting for the mass displacement. Thus, we notice that (ρ, j) ∈ CE(ρ, ν) if

ρt = gtδ0 + (1− gt )δ1, j t such that j t (0, 1) = −
ġt
α

and j t (1, 0) =
ġt
α

,

for all t ∈ [0, 1].
Hence, using that j t is antisymmetric yields

T (ρ0, ρ1)
2 = inf

{∫ 1

0
A(ρt , j t ) dt : (ρ, j) ∈ CE(ρ0, ρ1)

}
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Fig. 3. In the context of Lemma 2.23, in the above figures we parametrize the quasi-distance
T (ρ, ν) by ρ0 ∈ [0, 1] and ν0 ∈ [0, 1] for μ(0) = 0.1 (left) and μ(1) = 0.5 (right). Colors
represent different values of T (ρ, ν) with respect to the initial values ρ0 and ν0. In the left
figure, by swapping the values of ρ0 and ν0 on the axes, we can see that T is non-symmetric

= inf
g

{∫ 1

0

|(ġt )−|2
αgtq

+ |(ġt )+|2
α(1− gt )p

dt : g0 = ρ0 and g1 = ν0

}
.

Now, let us assume without loss of generality that ρ0 < ν0. Obviously, in this
configuration we can restrict the above infimum among non-decreasing g, as it
gives a lower action. Therefore, by applying Jensen’s inequality, we have

T (ρ, ν)2 = inf
g↗

1

αp

∫ 1

0

|ġt |2
(1− gt )

dt = inf
g↗

1

αp

∫ 1

0

∣∣∣∣−2 d

dt

(√
1− gt

)∣∣∣∣
2

dt

� inf
g↗

4

αp

∣∣∣∣
∫ 1

0
− d

dt

(√
1− gt

)
dt

∣∣∣∣
2

= 4

αp

(√
1− ρ0 −

√
1− ν0

)2

= 4

αp

(√
ρ1 −√ν1

)2
.

The equality case is obtained by noting that the solution to − d
dt

√
1− gt = √ρ1 −√

ν1 for all t ∈ [0, 1], with consistent boundary values g0 = ρ0 and g1 = ν0, is

given by gt = 1− (√ρ1(1− t)+√ν1t
)2. The case ν0 < ρ0 is obtained in a similar

manner, which gives formula (2.23).

Remark 2.24. The quasi-metric is in general already non-symmetric on the two-
point space, which one can best observe in Fig. 3. In the case p = 1

2 , the swapping
ρ̂0 = ρ1 and ρ̂1 = ρ0 preserves the quasi-distance T (ρ, ν) = T (ρ̂, ν̂).

We now adapt the standard definition of absolutely continuous curves in metric
spaces from [2, Chapter 1] to our setting. Let μ ∈ M+(Rd) satisfy Assump-
tions (A1) and (A2). A curve [0, T ] � t �→ ρt ∈ P2(R

d) is said to be 2-absolutely
continuous with respect to Tμ if there exists m ∈ L2((0, T )) such that

Tμ(ρt0 , ρt1) �
∫ t1

t0
m(t) dt for all 0 < t0 � t1 < T . (2.24)
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In this case, we write ρ ∈ AC
([0, T ]; (P2(R

d), Tμ)
)
. For any ρ ∈ AC

([0, T ];
(P2(R

d), Tμ)
)
the quantity

|ρ′t | := lim
h→0

Tμ(ρt , ρt+h)
|h| (2.25)

is well-defined for a.e. t ∈ [0, T ] and is called themetric derivative of ρ at t . More-
over, the function t → |ρ′|(t) belongs to L2((0, T )) and it satisfies |ρ′|(t) � m(t)
for a.e. t ∈ [0, T ], which means ρ′ is the minimal integrand satisfying (2.24).
The length of a curve ρ ∈ AC

([0, T ]; (P2(R
d), Tμ)

)
is defined by L(ρ) :=∫ T

0 |ρ′|(t) dt .
Proposition 2.25. (Metric velocity) Let μ ∈ M+(Rd) satisfy Assumptions (A1)
and (A2). A curve (ρt )t∈[0,T ] ⊂ P2(R

d) belongs to AC([0, T ]; (P2(R
d), Tμ)) if

and only if there exists a family ( j t )t∈[0,T ] such that (ρ, j) ∈ CET and
∫ T

0

√
A(μ; ρt , j t ) dt <∞.

In this case, the metric derivative is bounded as in |ρ′|2(t) � A(μ; ρt , j t ) for a.e.
t ∈ [0, T ]. In addition, there exists a unique family ( j̃ t )t∈[0,T ] such that (ρ, j̃) ∈
CET and

|ρ′|2(t) = A(μ; ρt , j̃ t ) f or a.e. t ∈ [0, T ]. (2.26)

Hereby, the previous identity holds if and only if j̃ t ∈ TρP2(R
d) for a.e. t ∈ [0, T ],

where

TρP2(R
d) = { j ∈Mas

γ1
(G) : A(μ; ρ, j) <∞,

A(μ; ρ, j) � A(μ; ρ, j + d) for all d ∈M div (G)}, (2.27)

with Mas
γ1

(G) defined in (2.9), and Mdiv(G) the set of nonlocal divergence-free
fluxes, that is

Mdiv(G) =
{
d ∈M(G) :

∫∫
G
∇ψ η dd = 0 f or all ψ ∈ C∞c (Rd)

}
.

Proof. The first statement on the characterization of absolutely continuous curves
as curves of finite action follows from [22, Theorem 5.17], in view of Lemma 2.19
and Propositions 2.17 and 2.20. Let us now show that (2.26) holds if and only if j̃ t
belongs to TρP2(R

d) for a.e. t ∈ [0, 1], given by (2.27). Let t ∈ [0, 1] be so that
j t verifies A(μ; ρt , j t ) < +∞. Due to Corollary 2.8, the element j̃ t of minimal
action satisfying (2.26) is characterized by ∂tρt +∇ · j t = 0 = ∂tρt +∇ · j̃ t , that
is,

j̃ t = argmin
j∈Mas

γ1
(G)

{
A(μ; ρt , j) : ∇ · j = ∇ · j t

}
.

Recalling the notation for the Jordan decomposition of a measure from Section 2.2,
note that we use that the functional j �→ A(μ; ρ, j) is strictly convex for j ∈
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M(G) such that j+ � ρ ⊗ μ and j− � μ⊗ ρ, which is guaranteed above since
A(μ; ρ, j) < ∞ and j ∈ Mas

γ1
(G). Then, we observe the set { j ∈ Mas

γ1
(G) :

∇ · j = ∇ · j t } is closed with respect to the narrow convergence. In addition, the
estimate (2.10) from Lemma 2.10 with �(x, y) = |x − y| ∨ |x − y|2 gives
1

2

∫∫
K
η(x, y) d | j | (x, y) �

√
2Cη

√
A(μ; ρt , j)

infK (|x − y| ∨ |x − y|2) for all compact K ⊂ G,

showing that the sublevel sets of j �→ A(μ; ρt , j) are locally relatively compact
with respect to the narrow convergence, arguing as in the proof of Proposition 2.17.
Hence the element j̃ t is well-defined by applying the direct method of calculus of
variations.

We defined the tangent space TρP2(R
d) in (2.27) using the nonlocal fluxes

j . We note that this is in some way a nonlocal, Lagrangian description of the
tangent vectors and that the relationship between this Lagrangian description and
the Eulerian description is the nonlocal continuity equation

∂tρt = −∇ · j ,
which is satisfied in the weak sense. This provides a useful heuristic, but as for
classical Wasserstein gradient flows [2] the precise, rigorous definition of the tan-
gent space is in Lagrangian form; we note, however, that here we use fluxes instead
of velocities. This is not just a superficial difference. Namely, as can be seen in
Proposition 2.26, the relation between velocities and fluxes is not linear and thus
the velocities do not provide a linear parametrization of the tangent space. We use
the argument from [22, Theorem 5.21] to characterize the tangent space TρP2(R

d)

in more detail.

Proposition 2.26. (Tangentfluxes have almost gradient velocities)Letμ ∈M+(Rd)

satisfy Assumptions (A1) and (A2), and ρ ∈ P2(R
d). Then, it holds that j ∈

TρP2(R
d) if and only if j ∈ M(G) with j+ � γ1, j− � γ2, and v+ := d j+

dγ1
,

v− := d j−
dγ2

satisfy, for v := v+ − v− : G → R, the relation

v ∈ {∇ϕ : ϕ ∈ C∞c (Rd)
}L2(η γ̂ v)

, where dγ̂ v = χ{v>0} dγ1 + χ{v<0} dγ2.
(2.28)

Proof. If A(μ; ρ, j) <∞, then by Lemma 2.6 it holds for some v ∈ Vas(G) that

d j(x, y) = v(x, y)+ dγ1(x, y)− v(x, y)− dγ1(y, x)
= v(x, y) dγ+(x, y)− v(y, x) dγ+(y, x) ,

where γ+ = γ1|J+ , with J+ = supp j+, and we used that (J+)� = supp j−.
Then, by recalling the definition of the norm on L2(η γ1) from (2.1),

A(μ; ρ, j) = 2‖v+‖2L2(η γ1)
= 2‖v‖2L2(η γ+)

.
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By using the relation between j and v from above, we can rewrite the divergence
∇ · j in weak form for any ψ ∈ C∞c (Rd):

1

2

∫∫
G
∇ψ η d j =

∫∫
G
∇ψ v+ η dγ1 =

∫∫
G
∇ψ v η dγ+.

Now, the characterization (2.27) of j ∈ TρP2(R
d) is equivalent to

∫∫
G
|v|2η dγ+ �

∫∫
G
|v + w|2η dγ+ for allw ∈ Vas(G) so that

∫∫
G
∇ψ w η dγ+ = 0 ∀ψ ∈ C∞c (Rd).

Hence v+ belongs to the closure of {∇ϕ : ϕ ∈ C∞c (Rd)} in L2(η γ+). From the
antisymmetry of v follows that v− belongs to the closure of {∇ϕ : ϕ ∈ C∞c (Rd)}
in L2(η γ−). Thus, the conclusion follows from the identity γ+ + γ�+ = γ̂ v on G.

Remark 2.27. Proposition 2.26 shows that for μ as in its statement, ρ ∈ P2(R
d)

and j chosen from a dense subset of TρP2(R
d), there exists ameasurable ϕ : Rd →

R such that we have the identity

A(μ; ρ, j) = A(μ; ρ,∇ϕ γ1) =
∫∫

G

∣∣∣(∇ϕ
)
+
∣∣∣2η dγ1.

Finally, we provide an interesting property of absolutely continuous curves.

Proposition 2.28. (Absolutely continuous curves stay supported on μ) Let μ ∈
M+(Rd) satisfy Assumptions (A1) and (A2) and ρ ∈ AC([0, T ], (P2(R

d), Tμ))

be such that supp ρ0 ⊆ suppμ. Then, for all t ∈ [0, T ], it holds supp ρt ⊆ suppμ.

Proof. Since (ρt )t∈[0,T ] is absolutely continuous, there exists by Proposition 2.25
a unique family ( j t )t∈[0,T ] such that (ρ, j) ∈ CET and j t ∈ TρtP2(R

d) ⊆
Mas

γ1,t
(G), where γ1,t = ρt ⊗ μ, and |ρ′t |2 = A(μ; ρt , j t ) for a.e. t ∈ [0, T ].

In particular, by Lemma 2.6, there exists a measurable family (vt )t∈[0,T ] ⊂ Vas(G)

such that

d j t (x, y) = vt (x, y)+ dρt (x) dμ(y)− vt (x, y)− dμ(x) dρt (y).

Without loss of generality, let (ρt )t∈[0,T ] be the weakly continuous curve from
Lemma 2.15 satisfying, for any test function ϕ ∈ C∞c (Rd) and t ∈ [0, T ],
∫

Rd
ϕ(x) dρt (x) =

∫
Rd

ϕ(x) dρ0(x)+ 1

2

∫ t

0

∫∫
G
∇ϕ(x, y)η(x, y) d j s(x, y) ds

=
∫

Rd
ϕ(x) dρ0(x)

+
∫ t

0

∫∫
G
∇ϕ(x, y)vs(x, y)+η(x, y) d(ρs ⊗ μ)(x, y) ds.
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Now, let ϕ ∈ C∞c (Rd) with ϕ � 0 and suppϕ ⊆ R
d\ suppμ. Then, for all

t ∈ [0, T ], it holds
1

2

∫
Rd

ϕ(x) dρt (x) = −
∫ t

0

∫∫
G
ϕ(x)vs(x, y)+η(x, y) d(ρs ⊗ μ)(x, y) ds � 0,

which implies that supp ρt ⊆ suppμ, since ρt ∈ P(Rd) is in particular a non-
negative measure for all t ∈ [0, T ] by Lemma 2.15.

3. Nonlocal Nonlocal-Interaction Equation

In this section we consider gradient flows in the spaces of probability mea-
sures P2(R

d) endowed with the nonlocal transportation quasi-metric Tμ, defined
by (2.22). From now until Section 3.4 (excluded) we fix μ ∈ M+(Rd) satisfy-
ing (A1) and (A2), unless otherwise specified. For this reason we shall use the
simplifications A(ρ, j) for A(μ; ρ, j) and T for Tμ.

In this section investigate the nonlocal nonlocal-interaction equation (NL2IE)
as a gradient flow with respect to the metric T . We restate it in a one-line form and
note that from now on we consider the external potential P ≡ 0. The extension to
P �≡ 0 is straightforward; see Remark 3.2. Thus,

∂tρt (x)+
∫

Rd
∇(K ∗ ρ)(x, y)−η(x, y)ρt (x) dμ(y) (NL2IE)

−
∫

Rd
∇(K ∗ ρ)(x, y)+η(x, y) dρt (y) = 0.

In the classical setting of gradient flows in the spaces of probability measures
endowed with the Wasserstein metric [2,10], the nonlocal-interaction equation

∂tρt +∇ · (ρt∇(K ∗ ρt )) = 0 (3.1)

is the gradient flow of the nonlocal-interaction energy

E(ρ) = 1

2

∫∫
Rd×Rd

K (x, y) dρ(x) dρ(y). (3.2)

We start by discussing the geometry of (NL2IE) and interpret it as the gradient
flow of (3.2) in the infinite-dimensional Finsler manifold of measures endowed
with the Finsler metric associated to T . Following this, we develop a framework of
gradient flows in the quasi-metric spaceT , which extends the setup of gradient flows
in metric spaces [2] to quasi-metric spaces. In particular, we build the existence
theory for (NL2IE) based on this approach.

Above, for simplicity, (NL2IE) was written for ρ � μ, where we recall that
we used the notation ρ to denote both the measure and the density with respect
to μ. Our framework, however, also applies to the case when ρ is not absolutely
continuous with respect to μ. The general weak form of (NL2IE) is obtained in
terms of the nonlocal continuity equation as introduced in Section 2.3. Specifically,
we have



Nonlocal-Interaction Equation on Graphs 733

Definition 3.1. A curve ρ : [0, T ] → P2(R
d) is called a weak solution to (NL2IE)

if, for the flux j : [0, T ] →M(G) defined by

d j t (x, y) = ∇
δE
δρ

(x, y)− dρt (x) dμ(y)− ∇ δE
δρ

(x, y)+ dρt (y) dμ(x),

the pair (ρ, j) is a weak solution to the continuity equation

∂tρt + ∇ · j t = 0 on [0, T ] × R
d ,

according to Definition 2.14.

Here we list the assumptions on the interaction kernel K : Rd × R
d → R we

refer to throughout this section:

(K1) K ∈ C(Rd × R
d);

(K2) K is symmetric, i.e., K (x, y) = K (y, x) for all (x, y) ∈ R
d × R

d ;
(K3) K is L-Lipschitz near the diagonal and at most quadratic far away, that is
there exists some L ∈ (0,∞) such that, for all (x, y), (x ′, y′) ∈ R

d × R
d ,

|K (x, y)− K (x ′, y′)| � L
(
|(x, y)− (x ′, y′)| ∨ |(x, y)− (x ′, y′)|2

)
.

Remark 3.2. Assumption (K3) implies that, for some C > 0 and all x, y ∈ R
d ,

|K (x, y)| � C
(
1+ |x |2 + |y|2

)
; (3.3)

indeed, for fixed (x ′, y′) ∈ R
d × R

d , (K3) yields

|K (x, y)| − |K (x ′, y′)| � L
(
1 ∨ 2

(
|(x, y)|2 + |(x ′, y′)|2

))
,

and bounding the maximum (∨) by the sum, we arrive at |K (x, y)| � L +
2L
(|(x ′, y′)|2 + |(x, y)|2) + |K (x ′, y′)|, which gives (3.3) with C = 2L

(
1 +

|(x ′, y′)|2) + |K (x ′, y′)|. We notice, by the way, that the bound (3.3) implies that
E : P2(R

d)→ R is proper with domain equal to P2(R
d).

As mentioned previously, the theory in this section can be easily extended to
energies of the form (1.5) including potential energies EP (ρ) = ∫

Rd P dρ for some
external potential P : Rd → R satisfying a local Lipschitz condition with at-most-
quadratic growth at infinity; that is, similarly to (K3), there exists L ∈ (0,∞) so
that for all x, y ∈ R

d we have

|P(x)− P(y)| � L
(
|x − y| ∨ |x − y|2

)
.

We now show that, under the above assumptions on the interaction potential K ,
we have narrow continuity of the energy.

Proposition 3.3. (Continuity of the energy) Let the interaction potential K satisfy
Assumptions (K1)–(K3). Then, for any sequence (ρn)n ⊂ P2(R

d) such thatρn ⇀ ρ

as n→∞ for some ρ ∈ P2(R
d), we have

lim
n→∞ E(ρn) = E(ρ).
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Proof. Let (ρn)n ⊂ P2(R
d) and ρ ∈ P2(R

d) be such that ρn ⇀ ρ as n→∞. For
all R > 0, we write BR the closed ball of radius R centered at the origin in (Rd)2

and ϕR : (Rd)2 → R a continuous function such that ϕR(z) = 1 for all z ∈ BR ,
ϕR(z) = 0 for all z ∈ (Rd)2\B2R , and ϕR(z) � 1 for all z ∈ (Rd)2. For all R > 0,
we then set KR = ϕRK and

ER(ν) = 1

2

∫∫
Rd×Rd

KR(x, y) dν(y) dν(x) for all ν ∈ P2(R
d).

Since (ρn)n converges narrowly to ρ as n→∞ and KR is bounded and continuous,
we get

ER(ρn)→ ER(ρ) as n→∞.

Furthermore, since KR → K pointwise as R → ∞, |KR | � |K | for all R > 0,
the domain of E is P2(R

d) and ρ ∈ P2(R
d), we also have

ER(ρ)→ E(ρ) as R→∞
by the Lebesgue dominated convergence theorem. Similarly, we also have

ER(ρn)→ E(ρn) as R→∞ for all n ∈ N.

By a diagonal argument, we deduce the result.

3.1. Identification of the Gradient in Finsler Geometry

Since the nonlocal upwind transportation cost T is only a quasi-metric, the
underlying structure of P2(R

d) does not have the formal Riemannian structure as
it does in the classical gradient flow theory, but a Finslerian structure instead. This
highlights the fact that at every point ρ ∈ P2(R

d) the tangent space TρP2(R
d) is

not a Euclidean space, but rather a manifold in its own right.
In this section we provide calculations, in the spirit of Otto’s calculus, that

characterize the gradient descent in the infinite-dimensional Finsler manifold of
probability measures endowed with the nonlocal transportation quasi-metric T . To
keep the following considerations simple, we assume that ρ is a given probability
measure which is absolutely continuous with respect to μ. In this way, we avoid
the need to introduce yet another measure λ ∈M+(G) with respect to which all
of the occurring measures are absolutely continuous, similar to how we proceeded
in Definition 2.3 for the action. This restriction is done solely to make the presen-
tation clearer and highlight the geometric structure. Hence any flux j of interest is
absolutely continuous with respect to μ⊗ μ and we can think of j via its density
with respect toμ⊗μ, which we shall denote by j (using a letter which is not bold).

At every tangent flux j ∈ TρP2(R
d)wedefine an inner product gρ, j : TρP2(R

d)

× TρP2(R
d)→ R by

gρ, j ( j1, j2) =
1

2

∫∫
G
j1(x, y) j2(x, y) η(x, y)
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×
(

χ{ j>0}(x, y)
ρ(x)

+ χ{ j<0}(x, y)
ρ(y)

)
dμ(x) dμ(y), (3.4)

where { j > 0} is an abbreviation for {(x, y) ∈ G : j (x, y) > 0} and similarly for
{ j < 0}. The ratios are well-defined since ρ cannot be zero where j is not zero. We
note that this is the bilinear form that corresponds to the quadratic form defining
the action (see Definition 2.3 and Remark 2.5); namely,

gρ, j ( j , j) = A(μ; ρ, j).

We refer the reader to “Appendix A” for a derivation of this inner product from a
Minkowski norm on TρP2(R

d) as it is required in Finsler geometry. We recall that
from Proposition 2.26 a dense subset of tangent-fluxes j are characterized by the
existence of a potential ϕ ∈ C∞c (Rd) such that, for μ⊗ μ-a.e. (x, y) ∈ G,

j (x, y) = ∇ϕ(x, y)
(
ρ(x)χ{∇ϕ>0}(x, y)+ ρ(y)χ{∇ϕ<0}(x, y)

)
. (3.5)

In this Finsler setting, we now want to determine the direction of steepest descent
from ρ, for the underlying energy defined in (3.2). The gradient vector of some
energy E : P(Rd) → R at ρ, which we denote by grad E(ρ), is defined as the
tangent vector which satisfies

Diffρ E[ j ] = gρ,grad E(ρ)

(
grad E(ρ), j

)
for all j ∈ TρP2(R

d),

provided this vector exists and is unique. Here, we use the continuity equation
Definition 2.14 to define variations via

Diffρ E[ j ] = d

dt

∣∣∣∣
t=0

E(ρ̃t ),

where ρ̃ is any curve such that ρ̃0 = ρ and d
dt

∣∣∣
t=0 ρ̃t = −∇· j . FromDefinition 2.7,

due to μ⊗ μ-absolute continuity of j we have that

−∇ · j(x) = −
∫

η(x, y) j (x, y) dμ(y) forμ-a.e. x ∈ R
d .

In the case, whenM is a finite-dimensional Finsler manifold, such gradient vector
exists and is unique since the mapping � : TρM → (TρM)∗, j �→ gρ, j ( j , ·),
is a bijection; see [18, Proposition 1.9]. For further details into Finsler geometry,
we refer the reader to [4,49]. In our case, we can at least claim that the functional
�ρ : TρP2(R

d)→ (TρP2(R
d))∗, given for j ∈ TρP2(R

d) by

j2 �→ �ρ( j)( j2) = gρ, j ( j , j2)

= 1

2

∫∫
G
j2(x, y) η(x, y)

(
j (x, y)+
ρ(x)

− j (x, y)−
ρ(y)

)
dμ(x) dμ(y),

(3.6)

is injective η μ⊗ μ-a.e.; that is, the existence of a gradient implies its uniqueness
(η μ⊗ μ-a.e.), in which case we have

�ρ(grad E(ρ)) = Diffρ E .
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To see the injectivity of (3.6), we first note that �ρ is positively 1-homogeneous
by definition. Moreover, we have the following one-sided version of a Cauchy–
Schwarz-type estimate

�ρ( j)( j2) � 1

2

∫∫
G

j2(x, y)+ j (x, y)+
ρ(x)

η(x, y) dμ(x) dμ(y)

+ 1

2

∫∫
G

j2(x, y)− j (x, y)−
ρ(y)

η(x, y) dμ(x) dμ(y)

�
√

�ρ( j)( j) �ρ( j2)( j2). (3.7)

Here, we also used that
√
ab+√cd �

√
(a + c)(b + d) for all a, b, c, d > 0. Note

that the above inequalities become strict if any of the integrands j2(x, y)+ j (x, y)−
or j2(x, y)− j (x, y)+ have a contribution. In particular, we could have �ρ( j)( j2) =
−∞ although the right-hand side is finite. Despite this, we still have equality in (3.7)
if and only if j2 = β j1 η μ⊗ μ-a.e. for some β � 0.

To prove the injectivity of �ρ , let us suppose that j1, j2 ∈ TρP2(R
d) are so

that �ρ( j1) = �ρ( j2). If j1 = 0 or j2 = 0 η μ ⊗ μ-a.e., then �ρ( j1) = �ρ( j2)
implies that j1 = j2 = 0. If both j1 and j2 are nonzero, then by the above
Cauchy–Schwarz inequality we get

0 < gρ, j2( j2, j2) = �ρ( j2)( j2) = �ρ( j1)( j2) = gρ, j1( j1, j2)

�
√
gρ, j1( j1, j1)gρ, j2( j2, j2),

which, after dividing by
√
gρ, j2( j2, j2) yields gρ, j2( j2, j2) � gρ, j1( j1, j1).

Similarly, one gets gρ, j1( j1, j1) � gρ, j2( j2, j2), from which we get

gρ, j1( j1, j1) = gρ, j2( j2, j2).

Hence

gρ, j1( j1, j2) = �ρ( j1)( j2) = �ρ( j2)( j2) = gρ, j2( j2, j2)

=
√
gρ, j1( j1, j1)gρ, j2( j2, j2),

which is the equality case in theCauchy–Schwarz inequality. Therefore, there exists
β � 0 such that j2 = β j1. By positive 1-homogeneity of �ρ we get �ρ( j2) =
�ρ(β j1) = β�ρ( j1) = β�ρ( j2), so that β = 1, since �ρ( j2)( j2) �= 0. This ends
the proof of the claim of injectivity of �ρ .

The direction of the steepest descent on Finsler manifolds is in general not
− grad E(ρ), but is defined to be the tangent flux, which we denote by grad− E(ρ),
such that

−Diffρ E[ j ] = gρ,grad− E(ρ) (grad
− E(ρ), j) for all j ∈ TρP2(R

d).

In other words, we define grad− E(ρ) as the tangent vector (provided it exists) such
that

�ρ(grad− E(ρ)) = −Diffρ E . (3.8)
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Here we clearly see that in general grad− E(ρ) �= − grad E(ρ) since �ρ is not
negatively 1-homogeneous. We can justify that grad− E(ρ) indeed corresponds to
the direction of steepest descent at ρ via the following criterion, which is analogous
to the Riemann case. We first note that if Diffρ E = 0 then grad− E(ρ) = 0. If
Diffρ E �= 0 we note that minimizers j∗ of

j �→ Diffρ E[ j ], with the constraint that gρ, j ( j , j) = 1,

are of the form j∗ = β grad− E(ρ) for some β > 0. Indeed, using the fact that
d
ds

∣∣∣
s=0 gρ, j+s j1( j + s j1, j + s j1) = 2gρ, j ( j , j1) for all j , j1 ∈ TρP2(R

d)

[as shown in (A.1) of “Appendix A”] and using the Lagrange multiplier β and the
functional

H(β, j) := Diffρ E[ j ] + β
2 (gρ, j ( j , j)− 1), j ∈ TρP2(R

d), β ∈ R,

yields, for a constrained minimizer j∗, the condition

Diffρ E = −β∗gρ, j∗( j
∗, ·) = −β∗�ρ( j∗). (3.9)

By the definition of j∗ we have 0 > Diffρ E[ j∗] = −β∗gρ, j∗( j
∗, j∗), which

implies that β∗ > 0. By injectivity and positive 1-homogeneity of �ρ , we get

j∗ = �−1ρ

(
− 1

β∗
Diffρ E

)
= 1

β∗
�−1ρ (−Diffρ E) = 1

β∗
grad− E(ρ).

The gradient flows with respect to E in the Finsler space (P2(R
d), T ) can thus be

written

∂tρt = ∇ · grad− E(ρ). (3.10)

These considerations stay valid for general energy functionals E : P2(R
d)→ R.

Let us compute the gradient flux for the specific case of the interaction energy
(3.2). A direct computation using the symmetry of K and Definition 2.7 gives, for
all j ∈ TρP2(R

d),

− Diff ρE[ j ]
= 1

2

∫∫
G

(−∇(K ∗ ρ)
)
(x, y) η(x, y) j (x, y) dμ(x) dμ(y)

= 1

2

∫∫
G
j (x, y) η(x, y)

×
(

ρ(x)
(−∇(K ∗ ρ)

)
+(x, y)

ρ(x)
− ρ(y)

(−∇(K ∗ ρ)
)
−(x, y)

ρ(y)

)
dμ(x) dμ(y)

= 1

2

∫∫
G
j (x, y) η(x, y)

(−∇(K ∗ ρ)(x, y)
)

×
(

ρ(x)χ{−∇K∗ρ>0)}(x, y)
ρ(x)

+ ρ(y)χ{−∇K∗ρ<0}(x, y)
ρ(y)

)
dμ(x) dμ(y)

= �ρ

(
grad −E(ρ)

)
( j),
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where by comparison with (3.6), we observe that grad− E(ρ) is given forμ⊗μ-a.e.
(x, y) ∈ G by

grad −E(ρ)(x, y)

= −∇(K ∗ ρ)(x, y)
(
ρ(x)χ{−∇K∗ρ>0}(x, y)+ ρ(y)χ{−∇K∗ρ<0}(x, y)

)
.

(3.11)

This shows by (3.8) the existence and by our previous argument also uniqueness
of grad− E(ρ). It is easily observed that it has exactly the form (3.5) with the
corresponding potential given by ϕ = −K ∗ ρ.

We conclude this section by mentioning that the Finsler gradient flow structure
of differential equations has been discovered and investigated in other systems; see
[1,41,42].

3.2. Variational Characterization for the Nonlocal Nonlocal-Interaction Equation

Section 3.1 shows that the nonlocal nonlocal-interaction equation (NL2IE) can
in fact be written as the gradient descent of the energy E according to the Finsler
gradient operator; see (3.10) and (3.11). This is why we refer to weak solutions of
(NL2IE) as gradient flows.

In this section we consider (P2(R
d), T ) as a quasi-metric space rather than

a Finsler manifold, which allows us to prove rigorous statements more easily. In
particular, we show that the weak solutions of (NL2IE) are curves of maximal
slope for the energy (3.2) in the quasi-metric space (P2(R

d), T ) and vice versa.
We then establish the existence and stability of gradient flows using the variational
framework of curves of maximal slope. To develop the variational formulation,
we adapt the approach of [2] to curves of maximal slope in metric spaces to the
quasi-metric space (P2(R

d), T ). This requires introducing a one-sided version of
the usual concepts from [2] to cope with the asymmetry of the quasi-metric T .

Definition 3.4. (One-sided strongupper gradient)A functionh : P2(R
d)→ [0,∞]

is a one-sided strong upper gradient for E if for everyρ ∈ AC([0, T ]; (P2(R
d), T ))

the function h ◦ ρ is Borel and

E(ρt )− E(ρs) � −
∫ t

s
h(ρτ )|ρ′τ | dτ for all 0 � s � t � T, (3.12)

where |ρ′| is the metric derivative of ρ as defined in (2.25).

The above one-sided definition is sufficient to characterize the curves of maxi-
mal slope.

Definition 3.5. (Curve of maximal slope) A curve ρ ∈ AC([0, T ];P2(R
d)) is a

curve of maximal slope for E with respect to its one-sided strong upper gradient h
if and only if t �→ E(ρt ) is non-increasing and

E(ρt )− E(ρs)+ 1

2

∫ t

s

(
h(ρτ )

2 + |ρ′τ |2
)
dτ � 0 for all 0 � s � t � T .

(3.13)
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Remark 3.6. Note that by using Young’s inequality in (3.12), we get

E(ρt )− E(ρs)+ 1

2

∫ t

s

(
h(ρτ )

2 + |ρ′τ |2
)
dτ � 0 for all 0 � s � t � T .

Hence, if the curve (ρt )t∈[0.T ] is a curve of maximal slope for E with respect to its
strong upper gradient h, we actually have an equality in (3.13).

Therefore, in order to give a variational characterization of (NL2IE) we need to
detect the right one-sided strong upper gradient. As showed in [24], the variation
of the energy along the solution to the equation provides the suitable candidate. In
what follows we clarify this point as well as the strategy.

We recall that Proposition 2.25 ensures that for any ρ ∈ AC
([0, T ]; (P2(R

d),

T )
)
there exists a unique flux ( j t )t∈[0,T ] in TρP2(R

d) such that
∫ T
0 A(ρt , j t ) dt <

∞, (ρ, j) ∈ CET and |ρ′t |2 = A(ρ, j t ) for a.e. t ∈ [0, T ]. Moreover, according to
Lemma 2.6 there exists an antisymmetric measurable vector fieldw : [0, T ]×G →
R such that

d j t (x, y) = wt (x, y)+ dγ1,t (x, y)− wt (x, y)− dγ2,t (x, y). (3.14)

It will be convenient to work directly with this vector field (wt )t∈[0,T ]: from now
on we write (ρ,w) ∈ CET for (ρ, j) ∈ CET as well as Â(ρt , wt ) for A(ρt , j t )
according to (2.8). With this convention, we can define a Finsler-type product on
velocities in analogy to (3.4) as

ĝρ,w(u, v) = 1

2

∫∫
G
u(x, y) v(x, y) η(x, y)

×(χ{w>0}(x, y)dγ1(x, y)+ χ{w<0}(x, y) dγ2(x, y)
)
.

Note that, under the absolute-continuity assumptions of Section 3.1, by comparing
with (3.4) we have that ĝρ,w(u, v) = gρ, j ( j1, j2), where j1, j2 are obtained from
u, v by (3.14), respectively. Moreover, taking (3.6) into account, we also define

�̂ρ(w)(v) = ĝρ,w(w, v). (3.15)

Arguing as in (3.7), we arrive at the following one-sided Cauuchy–Schwarz in-
equality:

Lemma 3.7. (One-sided Cauchy–Schwarz inequality) For all v,w ∈ TρP2(R
d) it

holds that

ĝρ,w(w, v) �
√
ĝρ,v(v, v) ĝρ,w(w,w), (3.16)

with equality if and only if, for some λ > 0, v(x, y)+ = λw(x, y)+ for η ρ⊗μ-a.e.
(x, y) ∈ G (and thus, by antisymmetry, also v(x, y)− = λw(x, y)− for η μ⊗ρ-a.e.
(x, y) ∈ G).
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Proof. Using v = v+− v− and the usual Cauchy–Schwarz inequality in L2(η ρ⊗
μ), we get

ĝρ,w(w, v) = 1

2

∫∫
G
v(x, y)η(x, y)

× (w(x, y)+dρ(x)dμ(y)− w(x, y)−dμ(x) dρ(y)
)

� 1

2

∫∫
G
v(x, y)+w(x, y)+η(x, y) dρ(x) dμ(y)

+ 1

2

∫∫
G
v(x, y)−w(x, y)−η(x, y) dμ(x) dρ(y)

�
√
ĝρ,v(v, v) ĝρ,w(w,w).

From the usual Cauchy–Schwarz inequality we have equalities above if and only
if there exists λ > 0 such that v(x, y)+ = λw(x, y)+ for ηρ ⊗ μ-a.e. (x, y) ∈ G
and v(x, y)− = λw(x, y)− for ημ⊗ ρ-a.e. (x, y) ∈ G, since all the contributions
are positive.

Now note that, from the weak formulation of the nonlocal continuity equa-
tion (2.15), we have for any ϕ ∈ C∞c (Rd) and any 0 � s < t � T the following
chain rule:

∫
Rd

ϕ(x) dρt (x)−
∫

Rd
ϕ(x) dρs(x)

= 1

2

∫ t

s

∫∫
G
∇ϕ(x, y) η(x, y) d j τ (x, y) dτ

= 1

2

∫ t

s

∫∫
G
∇ϕ(x, y) η(x, y)

× (wτ (x, y)+dγ1,τ (x, y)− wτ (x, y)− dγ2,τ (x, y)
)
dτ

= 1

2

∫ t

s

∫∫
G
∇ϕ(x, y)wτ (x, y) η(x, y)

× (χ{w>0} dγ1,τ (x, y)+ χ{w<0} dγ2,τ (x, y)
)
dτ

=
∫ t

s
ĝρτ ,wτ (wτ ,∇ϕ) dτ =

∫ t

s
�̂ρ(wτ )(∇ϕ) dτ. (3.17)

Moreover, we still have the identification of the product ĝ with the action in the
form of Lemma 2.6,

ĝρt ,wt (wt , wt ) = 1

2

∫∫
G
wt (x, y)

2η(x, y)

× (χ{w>0}(x, y) dγ1,t (x, y)+ χ{w<0}(x, y) dγ2,t (x, y)
)

= 1

2

∫∫
G
wt (x, y)

2+η(x, y) dγ1,t (x, y)

+ 1

2

∫∫
G
wt (x, y)

2−η(x, y) dγ2,t (x, y)
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= 1

2

∫∫
G

(
wt (x, y)

2+ + wt (y, x)
2−
)

η(x, y)dγ1,t (x, y)

= Â(ρt , wt ), (3.18)

which shows that the action is the norm with respect to the Finsler structure.
A crucial step toward the variational characterization of (NL2IE) mentioned

above is to obtain the chain rule (3.17) for the energy functional (3.2), which is
done in Proposition 3.10 below by a suitable regularization. As a consequence, by
using the one-sided Cauchy–Schwarz inequality from Lemma 3.7, we obtain in
Corollary 3.11 that the square root

√
D of the local slope, defined below in (3.19),

is a one-sided strong upper gradient for E with respect to the quasi-metric T in
the sense of Definition 3.4, where |ρ′t |2 = Â(ρt , wt ) = ĝρt ,wt (wt , wt ) for a.e.
t ∈ [0, T ] due to Proposition 2.25 and (3.18). This allows us to define the De
Giorgi functional, which provides the characterization of weak solutions as curves
of maximal slope.

Definition 3.8. (Local slope and De Giorgi functional) For any ρ ∈ P2(R
d), let

the local slope at ρ be given by

D(ρ) := ĝ
ρ,−∇ δE

δρ

(
−∇ δE

δρ
,−∇ δE

δρ

)
. (3.19)

For any ρ ∈ AC([0, T ]; (P2(R
d), T )), the De Giorgi functional at ρ is defined as

GT (ρ) := E(ρT )− E(ρ0)+ 1

2

∫ T

0

(
D(ρτ )+ |ρ′τ |2

)
dτ. (3.20)

When the dependence on the base measure μ needs to be explicit, the local slope
and the De Giorgi functional are denoted by D(μ; ρ) and GT (μ; ρ), respectively.

If the potential K satisfies Assumptions (K1)–(K3), we note that whenever ρ

is a weak solution to (NL2IE) and ρ ∈ AC([0, T ];P2(R
d)) the quantity GT (ρ) is

finite; indeed, the domain of the energy is all ofP2(R
d) and Proposition 2.25 yields

that both the local slope (since it is equal to the action of (ρ, j), where j is given
in Definition 3.1) and metric derivative are finite.

We are ready to state our main theorem.

Theorem 3.9. Suppose that μ satisfies Assumptions (A1) and (A2) and K satis-
fies Assumptions (K1)–(K3). A curve (ρt )t∈[0,T ] ⊂ P2(R

d) is a weak solution to
(NL2IE) according to Definition 3.1 if and only if ρ belongs toAC([0, T ]; (P2(R

d),

T )) and is a curve of maximal slope for E with respect to
√
D in the sense of Defi-

nition 3.5, that is, satisfies

GT (ρ) = 0, (3.21)

where GT is the De Giorgi functional as given in Definition 3.8.
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Note that in the above theorem, the implicit assumption that
√
D is a one-sided

strong upper gradient for E is made; this is in fact true thanks to Corollary 3.11
below. In light of this we can represent the result via the following diagram:

ρ is a weak solution of (NL2IE)

⇐⇒ ρ is a curve of maximal slope for E w.r.t.
√
D

⇐⇒ GT (ρ)=0.

3.3. The Chain Rule and Proof of Theorem 3.9

Firstly, we focus on the chain-rule property, which is the main technical step
for proving Theorem 3.9.

Proposition 3.10. Let K satisfy Assumptions (K1)–(K3). For all ρ ∈ AC
([0, T ];

(P2(R
d), T )

)
and 0 � s � t � T we have the chain-rule identity

E(ρt )− E(ρs) =
∫ t

s
ĝρτ ,wτ

(
wτ ,∇ δE

δρ
(ρτ )

)
dτ, (3.22)

where (wt )t∈[0,T ] is the antisymmetric vector field associated by (2.6) to (ρ, j) ∈
CET .

Proof. Since the curveρ ∈ AC
([0, T ]; (P2(R

d), T )
)
, according toProposition2.25

there exists a unique family ( j t )t∈[0,T ] belonging to TρP2(R
d) for a.e. t ∈ [0, T ]

such that:

(i) (ρ, j) ∈ CET ;
(ii)

∫ T
0

√
A(ρt , j t ) dt <∞;

(iii) |ρ′t |2 = A(ρt , j t ) for a.e. t ∈ [0, T ];
(iv) d j t (x, y) = wt (x, y)+ dγ1,t (x, y)− wt (x, y)− dγ2,t (x, y).

Then the identity (3.22) is equivalent to proving

E(ρt )− E(ρs) = 1

2

∫ t

s

∫∫
G
∇ δE

δρ
(ρτ )(x, y) η(x, y) d j τ (x, y) dτ. (3.23)

We proceed by applying two regularization procedures. First, for all (x, y) ∈
R
d × R

d we define K ε(x, y) = K ∗ mε(x, y) =
∫∫

Rd×Rd K (z, z′)mε(x − z, y −
z′) dz dz′, where mε(z) = 1

ε2d
m( z

ε
) for all z ∈ R

2d and ε > 0, where m is a

standard mollifier on R2d . We also introduce a smooth cut-off function ϕR on R2d

such that ϕ(z) = 1 on BR , ϕ(z) = 0 onR2d\B2R and |∇ϕR | � 2
R , where BR is the

ball of radius R in R2d centered at the origin. We set K ε
R := ϕRK ε and note that it

is a C∞c (R2d) function. We now introduce the approximate energies, indexed by ε

and R,

Eε
R(ν) = 1

2

∫
Rd

∫
Rd

K ε
R(x, y) dν(y) dν(x) for all ν ∈ P2(R

d).
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Let us extend ρ and j to [−T, 2T ] periodically in time, meaning that ρ−s = ρT−s
andρT+s = ρs for all s ∈ (0, T ] and likewise for j .We regularizeρ and j in timeby
using a standard mollifier n on R supported on [−1, 1], by setting nσ (t) = 1

σ
n( t

σ
)

and

ρσ
t (A) = nσ ∗ ρt (A) =

∫ σ

−σ

nσ (t − s)ρs(A) ds, ∀A ⊆ R
d ,

jσt (U ) = nσ ∗ j t (A) =
∫ σ

−σ

nσ (t − s) j s(U ) ds, ∀U ⊂ G,

for any σ ∈ (0, T ); whence ρσ
t ∈ P2(R

d). Let us now show that the integral of
the action is uniformly bounded with respect to σ . Let |λ| ∈M+(G) be such that
γ1,t , γ2,t , | j t | � |λ| for all t ∈ [0, T ]. Then by using the joint convexity of the
function α from (2.5), Jensen’s inequality and Fubini’s Theorem, we get
∫ T

0
A(ρσ

t , jσt ) dt

= 1

2

∫ T

0

∫∫
G
α

(∫ σ

−σ

d j t−s
d|λ| nσ (s) ds,

∫ σ

−σ

dγ1,t−s
d|λ| nσ (s) ds

)
η d|λ| dt

+ 1

2

∫ T

0

∫∫
G
α

(
−
∫ σ

−σ

d j t−s
d|λ| nσ (s) ds,

∫ σ

−σ

dγ2,t−s
d|λ| nσ (s) ds

)
η d|λ| dt

� 1

2

∫ T

0

∫∫
G

∫ σ

−σ

α

(
d j t−s
d|λ| ,

dγ1,t−s
d|λ|

)
nσ (s) ds η d|λ| dt

+ 1

2

∫ T

0

∫∫
G

∫ σ

−σ

α

(
−d j t−s

d|λ| ,
dγ2,t−s
d|λ|

)
nσ (s) ds η d|λ| dt

=
∫ +σ

−σ

∫ T

0
A(ρt−s, j t−s) dt nσ (s) ds

�
∫ 2T

−T
A(ρt , j t ) dt = 3

∫ T

0
A(ρt , j t ) dt <∞.

It is easy to check that (ρσ , jσ ) is still a solution to the nonlocal continuity equation
on [0, T ]. By arguing as in the proof of Proposition 2.17, we get that along subse-
quences it holds ρσ

t ⇀ ρ̃t as σ → 0 for all t ∈ [0, T ] for some curve (ρ̃t )t∈[0,T ]
in P2(R

d), and jσ ⇀ ĵ in Mloc(G × [0, T ]). with d ĵ := d j̃ t dt , for some curve
( j̃ t )t∈[0,T ] inM(G). Note that nσ ⇀ δ0 asσ → 0, and, as a consequence,ρσ

t ⇀ ρt
for all t ∈ [0, T ] in the view of Proposition 2.21. Thus, we actually have ρ̃ = ρ

and j̃ = j by uniqueness of the limit and the flux, as highlighted above. Using the
regularity for ε > 0 and σ > 0, we get

d

dt
Eε
R(ρσ

t ) =
∫

Rd
(K ε

R ∗ ρσ
t )(x)∂tρ

σ
t (x) dμ(x)

= 1

2

∫∫
G
∇(K ε

R ∗ ρσ
t )(x, y) η(x, y) d jσt (x, y).

For the sake of completeness, we note that the second equality follows from the
definition of CET by using again a cut-off argument on the function K ε

R ∗ ρσ
t . We
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omit this step as it is a standard procedure. By integrating in time between s and t ,
with s � t , it follows

Eε
R(ρσ

t )− Eε
R(ρσ

s )

= 1

2

∫ t

s

∫∫
G
∇(K ε

R ∗ ρσ
τ )(x, y) η(x, y) d jστ (x, y) dτ

= 1

2

∫ t

s

∫∫
G

∫
Rd

(
K ε

R(y, z)− K ε
R(x, z)

)
dρσ

τ (z)η(x, y) d jστ (x, y) dτ.

(3.24)

In order to obtain (3.23) we need to let ε and σ go to 0 and R go to∞ in (3.24).
The left-hand side is easy to handle since ρσ

t ⇀ ρt as σ → 0 for any t ∈ [0, T ],
and K ε

R → KR uniformly on compact sets as ε→ 0. Finally, by letting R go to∞
we have convergence to E(ρt ).

In order to pass to the limit in the right-hand side of (3.24), we use a truncation
argument similar to that in the proof of Proposition 2.17. Let δ > 0 and let us set
Nδ = Bδ−1 × Bδ−1 , where Bδ−1 =

{
x ∈ R

d : |x | < δ−1
}
, and Gδ =

{
(x, y) ∈

G : δ � |x − y|}. We can consider a family (ϕδ)δ>0 ⊂ C∞c (Rd × G; [0, 1]) of
truncation functions such that, for all δ > 0,

{ϕδ = 1} ⊇ Bδ−1 × Gδ ∩ Nδ.

Now, we add and subtract ϕδ in the integral on the RHS of (3.24) and we argue as
follows. Since ρσ

t ⊗ jσt ⇀ ρt ⊗ j t for any t ∈ [0, T ] as σ → 0, and K ε
R → KR

uniformly on compact sets as ε → 0, we can pass to the limit in σ and ε, for any
R and δ > 0,

1

2

∫ t

s

∫∫
G

∫
Rd

ϕδ(z, x, y)
(
K ε

R(y, z)− K ε
R(x, z)

)
dρσ

τ (z)η(x, y) d jστ (x, y) dτ

→ 1

2

∫ t

s

∫∫
G

∫
Rd

ϕδ(z, x, y) (KR(y, z)− KR(x, z)) dρτ (z)η(x, y) d j τ (x, y) dτ.

(3.25)

By using ϕδ � 1, Assumption (K3), Lemma 2.10 with�(x, y) = |x− y|∨|x− y|2
and (A1), we can bound the modulus of (3.25) for any τ ∈ [s, t] by

1

2

∫∫
G

∫
Rd

|KR(y, z)− KR(x, z)|
|x − y| ∨ |x − y|2 dρt (z)

(|x − y| ∨ |x − y|2) η(x, y) d| j t |(x, y)

� L
√
2Cη A(ρt , j t ).

Hence the integral is uniformly bounded in δ and R, and by the Lebesgue dominated
convergence theorem we can pass to the limit in (3.25) in δ and R, obtaining

1

2

∫ t

s

∫∫
G

∫
Rd

(K (y, z)− K (x, z)) dρτ (z)η(x, y) d j τ (x, y) dτ.
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Now, it remains to control the integral involving the term 1 − ϕδ(z, x, y) in the
integrand. Let us note that, for all δ > 0,

(
R
d × G

)
\{ϕδ = 1} ⊆ (Bc

δ−1 × G
) ∪ (Rd × (G\(Gδ ∩ Nδ))

) =: Mδ.

Using Assumption (K3) and splitting each contribution, we obtain
∣∣∣∣
∫∫

G

∫
Rd

(1− ϕδ(z, x, y))
(
K ε
R(y, z)− K ε

R(x, z)
)
dρσ

t (z)η(x, y) d jσt (x, y)

∣∣∣∣
� L

∫∫∫
Mδ

(
|x − y| ∨ |x − y|2

)
η(x, y) d jσt (x, y) dρσ

t (z)

� L
∫∫∫

B
c
δ−1×G

(
|x − y| ∨ |x − y|2

)
η(x, y) d jσt (x, y) dρσ

t (z)

+ 2L
∫

Rd
dρσ

t (z)
∫∫

Gc
δ

(
|x − y| ∨ |x − y|2

)
wt (x, y)+η(x, y) dρσ

t (x) dμ(y)

+ 2L
∫

Rd
dρσ

t (z)
∫∫

N c
δ

(
|x − y| ∨ |x − y|2

)
wt (x, y)+η(x, y) dρσ

t (x) dμ(y).

Using Lemma 2.10 with �(x, y) = |x − y| ∨ |x − y|2, (A1) and the Cauchy–
Schwarz inequality with respect to η ρσ

t ⊗ μ, the right-hand side in the inequality
above can be further bounded by

4L
√
CηA(ρσ

t , jσt ) ρσ
t

(
B
c
δ−1
)

+ 2L
√
A(ρσ

t , jσt )

⎛
⎝
(∫∫

Gc
δ

|x − y|2 η(x, y) dρσ
t (x) dμ(y)

) 1
2

+
√
Cηρσ

t

(
B
c
δ−1
)⎞⎠ .

Thanks to the uniform second moment bound of ρσ
t from Lemma 2.16 and As-

sumption (A2), the above terms converge to zero as δ → 0, which concludes the
proof.

That
√
D is a one-sided strong upper gradient for E is an easy consequence of

the previous result.

Corollary 3.11. For any curve ρ ∈ AC([0, T ]; (P2(R
d), T )) it holds that

E(ρt )− E(ρs) � −
∫ t

s

√
D(ρτ ) |ρ′τ | dτ for all 0 � s � t � T, (3.26)

i.e.,
√
D is a one-sided strong upper gradient for E in the sense of Definition 3.4.

Proof. Without loss of generality we assume
∫ t
s

√
D(ρτ )|ρ′|(τ ) dτ < ∞, as oth-

erwise the inequality (3.26) is trivially satisfied. We obtain the result as conse-
quence of Proposition 3.10 by applying the one-sided Cauchy–Schwarz inequality
(Lemma 3.7) to (3.22) as follows: for any 0 � s � t � T ,

E(ρt )− E(ρs)
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=
∫ t

s
ĝρτ ,wτ

(
wτ ,∇ δE(ρτ )

δρ

)
dτ = −

∫ t

s
ĝρτ ,wτ

(
wτ ,−∇ δE(ρτ )

δρ

)
dτ

� −
∫ t

s

√
ĝ
ρτ ,−∇ δE(ρτ )

δρ

(
−∇ δE(ρτ )

δρ
,−∇ δE(ρτ )

δρ

)√
ĝρt ,wτ (wτ ,wτ ) dτ

=
∫ t

s

√
D(ρτ )

√
Â(ρτ , wt ) dτ

=
∫ t

s

√
D(ρτ ) |ρ′|(τ ) dτ.

Note that the last two equalities are provided by identity (3.18) and Proposition 2.25.

At this point, we have collected all auxiliary results to deduce Theorem 3.9.

Proof of Theorem 3.9. Let us start by assuming that ρ is a weak solution to
(NL2IE). In view of Definition 3.1, a weak solution is obtained from the weak
formulation of the nonlocal continuity equation (2.13) if we set

d j t (x, y) = ∇
δE
δρ

(x, y)− dρt (x) dμ(y)− ∇ δE
δρ

(x, y)+ dρt (y) dμ(x).

Then, by writing vEt (x, y) = −∇ δE
δρ

(x, y), it is easy to check that

A(ρt , j t ) = Â(ρt , v
E
t ) = D(ρt ) <∞,

where the finiteness follows from Assumptions (K3) and (A1), as shown by the
computation

D(ρt ) =
∫∫

G
|(∇K ∗ ρt (x, y))−|2η(x, y) dρt (x) dμ(y)

�
∫∫

G
(∇K ∗ ρt (x, y))

2η(x, y) dρt (x) dμ(y)

=
∫∫

G

(∫
Rd

(K (x, z)− K (y, z)) dρt (z)

)2
η(x, y) dρt (x) dμ(y)

�
∫∫

G

∫
Rd

(K (x, z)− K (y, z))2 dρt (z)η(x, y) dρt (x) dμ(y)

� L2
∫

Rd

∫∫
G

(
|x − y|2 ∨ |x − y|4

)
η(x, y) dμ(y) dρt (x) dρt (z)

� L2Cη

∫
Rd

∫
Rd

dρt (x) dρt (z) = L2Cη.

Thanks to Proposition 2.25, this also proves that ρ ∈ AC([0, T ]; (P2(R
d), T ))

and |ρ′t |2 � D(ρt ) for a.e. t ∈ [0, T ]. In view of Proposition 3.10, we thus obtain

E(ρt )− E(ρs) =
∫ t

s
ĝρτ ,vEτ

(
vEτ ,∇ δE

δρ
(ρτ )

)
dτ
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= −
∫ t

s
ĝρτ ,vEτ

(
vEτ ,−∇ δE

δρ
(ρτ )

)
dτ

= −
∫ t

s

∫∫
G

∣∣∣∣∇ δE
δρ

(x, y)−
∣∣∣∣
2

η(x, y) dρτ (x) dμ(y) dτ

= −
∫ t

s
D(ρτ ) dτ � −

∫ t

s

√
D(ρτ )|ρ′τ | dτ.

This implies that

(i) the map t �→ E(ρt ) is non-increasing;
(ii) E(ρt )− E(ρs)+ 1

2

∫ t
sD(ρτ )+ |ρ′τ |2 dτ = 0, by Corollary 3.11.

Whence the first part of the theorem follows for s = 0 and t = T since GT (ρ) = 0.
Consider now ρ ∈ AC([0, T ]; (P2(R

d), T )) satisfying the equality (3.21). Let
us verify that it is a weak solution of (NL2IE). By Proposition 2.25 there exists a
unique family ( j t )t∈[0,T ] inTρtP2(R

d) such that (ρ, j) ∈ CET ,
∫ T
0

√
A(ρt , j t ) dt <

∞ and |ρ′t |2 = A(ρt , j t ) for a.e. t ∈ [0, T ]. Moreover, by Lemma 2.6 we find an
antisymmetric measurable vector field w : [0, T ] × G → R such that

d j t (x, y) = wt (x, y)+ dγ1,t (x, y)− wt (x, y)− dγ2,t (x, y).

Thanks to Proposition 3.10, by applying the one-sided Cauchy–Schwarz, using the
identification (3.18), the definition of the local slope (3.19) and Young inequality,
we get

E(ρT )− E(ρ0) =
∫ T

0
ĝρτ ,wτ

(
wτ ,∇ δE

δρ
(ρτ )

)
dτ

= −
∫ T

0
ĝρτ ,wτ

(
wτ ,−∇ δE

δρ
(ρτ )

)
dτ

� −
∫ T

0

√
D(ρτ )

√
A(ρτ , j τ ) dτ = −

∫ T

0

√
D(ρτ )|ρ′τ | dτ

� −1

2

∫ T

0
D(ρτ ) dτ − 1

2

∫ T

0
|ρ′τ |2 dτ.

Thanks to the equality (3.21), we actually have that the above inequalities are
equalities, which holds if and only if wt (x, y) = −∇ δE

δρ
(x, y) for a.e. t ∈ [0, T ]

and γ1,t -a.e. (x, y) ∈ G. Hence (ρ, j) ∈ CET with w = −∇ δE
δρ
, that is, ρ is a

weak solution to (NL2IE).

3.4. Stability and Existence of Weak Solutions

Theorem 3.9 provides a characterization of (weak) solutions to (NL2IE) as
minimizers of GT attaining the value 0. The direct method of calculus of variations
gives existence of minimizers of GT . However, it is not clear a priori whether they
attain the value 0 and are thus actually weak solutions to (NL2IE). Hence we prove
compactness and stability of gradient flows (see Theorem 3.14) and approximate
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the desired problem by discrete problems for which the existence of solutions is
easy to show; see the proof of Theorem 3.15. We start by proving that the local
slope D is narrowly lower semicontinuous jointly in its arguments, μ and ρ; see
Lemma 3.12. We then establish the compactness coming from a uniform control
of the De Giorgi functional GT , as well as its joint narrow lower semicontinuity
(see Lemma 3.13), which we prove using compactness in CET and the joint narrow
lower semicontinuity of the action (see Proposition 2.17) and of the local slope.
(See also [48, Theorem 2] for an analogous strategy.)

In Theorem3.14we prove one of ourmain results, namely that the functionalGT

is stable under variations in base measures, defining the vertices of the graph, and
absolutely continuous curves. A particular consequence of this theorem is that weak
solutions to (NL2IE)with respect to graphs defined by random samples of ameasure
μ converge to weak solutions to (NL2IE) with respect to μ; see Remark 3.17.

The existence of weak solutions of (NL2IE) (and thus gradient flows) with
respect to E proved in Theorem 3.15 shows that, indeed, the De Giorgi func-
tional (3.20) corresponding to an interaction potential K satisfying (K1)–(K3)
admits a minimizer when μ(Rd) is finite.

Lemma 3.12. Let (μn)n ⊂M+(Rd) and suppose that (μn)n narrowly converges
to μ. Assume that the base measures (μn)n and μ are such that (A1) and (A2) hold
uniformly in n, and let K satisfy Assumptions (K1)–(K3). Let moreover (ρn)n be a
sequence such that ρn ∈ P2(R

d) for all n ∈ N and ρn ⇀ ρ as n →∞ for some
ρ ∈ P2(R

d). Then

lim inf
n→∞ D(μn; ρn) � D(μ; ρ).

Proof. For every n ∈ Nwe set un = ∇K ∗ρn . Furthermore, we write u = ∇K ∗ρ
and define g : R→ R by g(x) = (x+)2 for all x ∈ R. Then note that g is convex
and continuous, and

D(μn; ρn) =
∫∫

G
g(un(x, y))η(x, y) dρn(x) dμn(y),

and, similarly,

D(μ; ρ) =
∫∫

G
g(u(x, y))η(x, y) dρ(x) dμ(y).

We want to use [2, Theorem 5.4.4 (ii)] to prove the desired lim inf inequality.
Observe that un ∈ L2(η γ n

1 ) and u ∈ L2(η γ1); indeed, (K3) and (A1) give

∫∫
G
un(x, y)2η(x, y) dγ n

1 (x, y)

=
∫∫

G
(K ∗ ρn(y)− K ∗ ρn(x))2η(x, y) dγ n

1 (x, y)

� L2Cη,
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and, similarly, for u. Let now ϕ ∈ C∞c (G). We have

∫∫
G
un(x, y)ϕ(x, y)η(x, y) dγ n

1 (x, y)

=
∫∫

G

(∫
Rd

K (y, z) dρn(z)−
∫

Rd
K (x, z) dρn(z)

)
ϕ(x, y)η(x, y) dγ n

1 (x, y)

=
∫∫

G

∫
Rd

(K (y, z)− K (x, z))ϕ(x, y)η(x, y) d(ρn ⊗ γ n
1 )(z, x, y)

=
∫∫

suppϕ

∫
Rd∩BR

(K (y, z)− K (x, z))ϕ(x, y)η(x, y) d(ρn ⊗ γ n
1 )(z, x, y)

+
∫∫

suppϕ

∫
Rd\BR

(K (y, z)− K (x, z))ϕ(x, y)η(x, y) d(ρn ⊗ γ n
1 )(z, x, y).

The last integral is actually vanishing as R→∞ since (K3), (A1) and Prokhorov’s
Theorem give

∣∣∣∣
∫∫

suppϕ

∫
Rd\BR

(K (y, z)− K (x, z))ϕ(x, y)η(x, y) d(ρn ⊗ γ n
1 )(z, x, y)

∣∣∣∣
� L‖ϕ‖∞ρn(Rd\BR)

infsuppϕ(|x − y| ∨ |x − y|2)∫∫
suppϕ

(|x − y|2 ∨ |x − y|4)η(x, y) dμn(y) dρn(x)

� LCη‖ϕ‖∞ρn(Rd\BR)

infsuppϕ(|x − y| ∨ |x − y|2) −→R→∞ 0.

The function (z, x, y) �→ (K (y, z) − K (x, z))ϕ(x, y)η(x, y) is continuous and
bounded on (Rd ∩ BR)× G thanks to Assumption (W). In addition, we note that
(ρn ⊗ γ n

1 )n narrowly converges to ρ ⊗ γ1 in P(Rd) ×M+(G). Therefore, we
obtain for any R > 0 the convergence

lim
n→∞

∫∫
suppϕ

∫
Rd∩BR

(K (y, z)− K (x, z))ϕ(x, y)η(x, y) d(ρn ⊗ γ n
1 )(z, x, y)

=
∫∫

suppϕ

∫
Rd∩BR

(K (y, z)− K (x, z))ϕ(x, y)η(x, y) d(ρ ⊗ γ1)(z, x, y).

By sending R→∞, we obtain

lim
n→∞

∫∫
G
un(x, y)ϕ(x, y)η(x, y) dγ n

1 (x, y)

=
∫∫

G

∫
Rd

(K (y, z)− K (x, z))ϕ(x, y)η(x, y) d(ρ ⊗ γ1)(z, x, y)

=
∫∫

G
u(x, y)ϕ(x, y)η(x, y) dγ1(x, y).
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Thus, un converges weakly to u as n→∞ in the sense of [2, Definition 5.4.3]. By
[2, Theorem 5.4.4 (ii)] we therefore conclude that

lim inf
n→∞ D(μn; ρn) = lim inf

n→∞

∫∫
G
g(un(x, y))η(x, y) dρn(x) dμn(y)

�
∫∫

G
g(u(x, y))η(x, y) dρ(x) dμ(y) = D(μ; ρ),

which is the desired result.

Let us also prove the compactness and narrow lower semicontinuity of the De
Giorgi functional.

Lemma 3.13. (Compactness and lower semicontinuity of theDeGiorgi functional)
Let (μn)n ⊂ M+(Rd) and suppose that (μn)n narrowly converges to μ. As-
sume that the base measures μn and μ satisfy (A1) and (A2) uniformly in n,
and let K satisfy (K1)–(K3). Let moreover (ρn)n be a sequence so that ρn ∈
AC([0, T ]; (P2(R

d), Tμn )) for all n ∈ N with supn∈N M2(ρ
n
0 ) < ∞ and supn∈N

GT (μn; ρn) <∞. Then, up to a subsequence,ρn
t ⇀ ρt as n→∞ for all t ∈ [0, T ]

for some ρ ∈ AC([0, T ]; (P2(R
d), Tμ)) and

lim inf
n→∞ GT (μn; ρn) � GT (μ; ρ).

Proof. For any n ∈ N, recall the definition

GT (μn; ρn) = E(ρn
T )− E(ρn

0 )+ 1

2

∫ T

0
D(μn; ρn

t ) dt + 1

2

∫ T

0
|(ρn

t )′|2Tμn
dt,

where we are careful to take the metric derivative of ρn with respect to Tμn (as
given in Definition 2.18). Since the domain of the energy E is all ofP2(R

d) and the
local slope D is non-negative, the bound supn∈N GT (μn; ρn) <∞ ensures that

sup
n∈N

∫ T

0
|(ρn

t )′|2Tμn
dt <∞.

For all n ∈ N, since ρn ∈ AC([0, T ]; (P2(R
d), Tμn )), Proposition 2.25 yields the

existence of a flux jn such that (ρn, jn) ∈ CET and |(ρn
t )′|2 = A(μn; ρn

t , jnt ) for
almost all t ∈ [0, T ]. We then get

sup
n∈N

∫ T

0
A(μn; ρn

t , jnt ) dt = sup
n∈N

∫ T

0
|(ρn

t )′|2Tμn
dt <∞.

By Proposition 2.17, there now exists (ρ, j) ∈ CET such that, up to subsequences,
ρn
t ⇀ ρt for all t ∈ [0, T ] and jn ⇀ j as n→∞, and

∞ > lim inf
n→∞

∫ T

0
A(μn; ρn

t , jnt ) dt �
∫ T

0
A(μ; ρt , j t ) dt.
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ByProposition 2.25,we therefore haveρ ∈ AC([0, T ]; (P2(R
d), Tμ)) and |(ρt )′|2Tμ

� A(μ; ρt , j t ) for almost all t ∈ [0, T ], which finally gives

lim inf
n→∞

∫ T

0
|(ρn

t )′|2Tμn
dt �

∫ T

0
|ρ′t |Tμ

dt. (3.27)

By the narrow continuity of the energy proved in Proposition 3.3, we get

lim
n→∞ E(ρn

T ) = E(ρT ) and lim
n→∞ E(ρn

0 ) = E(ρ0). (3.28)

Furthermore, by Fatou’s lemma and the narrow lower semicontinuity of the local
slope shown in Lemma 3.12, we have

lim inf
n→∞

∫ T

0
D(μn; ρn

t ) dt �
∫ T

0
D(μ; ρt ) dt. (3.29)

Gathering (3.27), (3.28) and (3.29), we finally obtain

lim inf
n→∞ GT (μn; ρn) � E(ρT )− E(ρ0)+ 1

2

∫ T

0
D(μ; ρt ) dt + 1

2

∫ T

0
|ρ′t |2Tμ

dt

= GT (μ; ρ),

which ends the proof.

We now get our stability result.

Theorem 3.14. (Stability of gradient flows) Let (μn)n ⊂ M+(Rd) and suppose
that (μn)n narrowly converges to μ. Assume that the base measures μn and μ

satisfy (A1) and (A2) uniformly in n, and let the interaction potential K satisfy (K1)–
(K3). Suppose that ρn is a gradient flow of E with respect to μn for all n ∈ N, that
is,

GT (μn; ρn) = 0 for all n ∈ N,

such that (ρn
0 )n satisfies supn∈N M2(ρ

n
0 ) <∞ and ρn

t ⇀ ρt as n→∞ for all t ∈
[0, T ] for some curve (ρt )t∈[0,T ] ⊂ P2(R

d). Then, ρ ∈ AC([0, T ]; (P2(R
d), Tμ))

and ρ is a gradient flow of E with respect to μ, that is,

GT (μ; ρ) = 0.

Proof. By Lemma 3.13 we directly obtain that ρ ∈ AC([0, T ]; (P2(R
d), Tμ)) and,

up to a subsequence,

0 = lim inf
n→∞ GT (μn; ρn) � G(μ; ρ).

Finally, since GT (μ; ρ) � 0 by Young’s inequality and Corollary 3.11, we obtain
GT (μ; ρ) = 0.

Note that, via Theorem 3.9, the above theorem also shows stability of weak
solutions to (NL2IE). Typically, in Theorem 3.14, (μn)n is a sequence of atomic
measures used to approximate, or sample, the support of μ. Indeed, we now use
this approach to show the existence of weak solutions to the nonlocal nonlocal-
interaction equation.
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Theorem 3.15. (Existence ofweak solutions)Let K be an interaction potential sat-
isfying Assumptions (K1)–(K3). Suppose that μ ∈M+(Rd) is finite, i.e., μ(Rd) <

∞, and satisfies (A2). Assume furthermore that for some C ′η > 0 it holds that

sup
(x,y)∈G∩suppμ⊗μ

(
|x − y|2 ∨ |x − y|4

)
η(x, y) � C ′η. (3.30)

Considerρ0 ∈ P2(R
d)which isμ-absolutely continuous. Then there exists aweakly

continuous curveρ : [0, T ] → P(Rd) such that supp ρt ⊆ suppμ for all t ∈ [0, T ],
which is a weak solution of (NL2IE) and satisfies the initial condition ρ(0) = ρ0.

Proof. Let (μn)n ⊂M+(Rd) be a sequence of atomic measures such that (μn)n
converges narrowly to μ. Moreover, assume that μn has finitely many atoms and
μn(Rd) � μ(Rd) and suppμn ⊆ suppμ for all n ∈ N. Let μ̂n be the normalization
of μn which has the same total mass as μ, that is,

μ̂n = μ(Rd)

μn(Rd)
μn,

and let πn be optimal transportation plan between μ and μ̂n for the quadratic cost.
Let ρn

0 be the second marginal of ρ̃0π
n , where ρ̃0 is the density of the measure ρ0

with respect to μ; namely, let ρn
0 (A) = ∫

Rd×Aρ̃0(x) dπn(x, y) for any Borel set
A ⊂ R

d . Note that ρn
0 (Rd) = ρ0(R

d) and ρn
0 � μn for all n ∈ N, and that, since

ρ̃0π
n is a transport plan between ρ0 and ρn

0 , ρ
n
0 ⇀ ρ0 as n→∞.

Thanks to Assumption (3.30), it holds, for all n ∈ N, that

μ−ess sup
x∈Rd

∫
(|x − y|2 ∨ |x − y|4)η(x, y) dμn(y) � μn(Rd)C ′η

� μ(Rd)C ′η. (3.31)

Since, by construction ρn
0 � μn , we have supp ρn

0 ⊆ suppμn ⊆ suppμ. This
nested support property is, thanks to Proposition 2.28, preserved in time, so that
supp ρn

t ⊆ suppμ for all t ∈ [0, T ] and n ∈ N. For this reason, (3.31) can be used,
under the stated support restriction on ρ0, instead of Assumption (A1) uniformly
in n when calling Lemma 3.13 and Theorem 3.14 later in this proof. Since μn

consists of finitely many atoms andμ satisfies (A2), the family (μn)n satisfies (A2)
uniformly in n.

By Remark 1.1, we know that the ODE system (1.2)–(1.4) admits a unique
solution for all n ∈ N. It can be easily checked that this solution, which we denote
by ρn , is a weak solution to (NL2IE) with respect toμn starting from ρn

0 , according
to Definition 3.1. By Theorem 3.9, we then get that ρn is a gradient flow of E with
respect to μ starting from ρn

0 for all n ∈ N.
Combining the compactness part of Lemma 3.13 and the stability from Theo-

rem 3.14, we get that, up to a subsequence, ρn
t ⇀ ρt as n→∞ for all t ∈ [0, T ],

where ρ ∈ AC([0, T ]; (P2(R
d), Tμ)) is a gradient flow of E with respect to μ

starting from ρ0. Theorem 3.9 finally shows that ρ is a weak solution to (NL2IE)
with respect to μ starting from ρ0.
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Remark 3.16. Assumption (3.30) is only needed to arrive at an atomic approxima-
tion sequence (μn)n of μ such that Assumptions (A1) and (A2) hold uniformly in
n. On a case-by-case basis, one could drop (3.30) and try to construct the sequence
(μn)n explicitly in such a way as to satisfy both assumptions uniformly in n.

Remark 3.17. We conclude the section by remarking on the relevance of the The-
orem 3.14 to the setting of machine learning. Namely, there μ is the measure
modeling the true data distribution, which can be assumed to be compact. Let (xi )i
be a sequence of i.i.d. samples of μ and let μn = 1

n

∑n
i=1 δxi be the empirical

measure of the first n sample points. Assume (ρn)n is a narrowly converging se-
quence of probability measures such that supp ρn ⊆ {x1, . . . , xn} for all n ∈ N,
and denote by ρ its limit. Assume that η is an edge weight kernel such that μ and η

satisfy (A2) and (3.30). Let K be an interaction kernel satisfying (K2) and (K3).
Finally, let (ρ̃n)n be the sequence of solutions of (NL2IE) in the sense of Defini-
tion 3.1 such that ρ̃n

0 = ρn for all n ∈ N. Then, by Lemma 3.13, the sequence (ρ̃n
t )n

narrowly converges along a subsequence for all t ∈ [0, T ], and furthermore, by
Theorem 3.15, any curve (ρ̃t )t∈[0,T ] of subsequential limits yields a solution ρ̃ of
(NL2IE) with initial condition ρ.

3.5. Discussion of the Local Limit

Herewe discuss at a formal level the connection between the nonlocal nonlocal-
interaction equation and its limit as the graph structure localizes. We first present
a very formal justification as to why we expect the solutions of (NL2IE) to con-
verge to the solutions of a nonlocal-interaction equation as the localizing parameter
ε→ 0+, i.e., as the edge-weight function η = ηε localizes. We conclude this sec-
tion with an example that cautions that the formal argument cannot be justified in
full generality. Proving the convergence of (NL2IE) in the limit ε → 0+, under
appropriate conditions, remains an intriguing open problem.

Take μ = Leb(Rd) and choose ηε given by (2.2). Consider a smooth in-
teraction potential K : Rd × R

d → R and a compactly supported initial condi-
tion ρ0 which has a continuous density with respect to μ. Let ρε be the solution
of (NL2IE) starting from ρ0 for the edge weight function ηε. Assume that ρε

t
is absolutely continuous with respect to μ for all t . In the following we drop
the t-dependence of ρε for brevity. From (NL2IE), by adding and subtracting
ρε(x)

∫
Rd (∇K ∗ ρε(x, y))+ηε(x, y) dy, it follows that

∂tρ
ε(x) = −ρε(x)

∫
Rd
∇K ∗ ρε(x, y)ηε(x, y) dy

−
∫

Rd
∇ρε(x, y)(∇K ∗ ρε(x, y))+ηε(x, y) dy.

Then, for almost all x ∈ R
d we have

∫
Rd
∇K ∗ ρε(x, y)ηε(x, y) dy
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= 2(2+ d)

ε2

∫
Rd

(K ∗ ρε(y)− K ∗ ρε(x))
χBε(x)(y)

|Bε| dy

= 2(2+ d)

ε2

(
1

|Bε|
∫

Bε(x)
K ∗ ρε(y) dy − K ∗ ρε(x)

)
.

Astandard calculation, using a second-order Taylor expansion, shows that the right-
hand side approximates �K ∗ ρε(x) when ε is small, provided that derivatives of
ρε remain uniformly bounded.

Similarly, by Taylor expanding ∇ρε and ∇K ∗ ρε to first order and changing
variable over the unit sphere while carefully tracking the positive part, one gets∫

Rd
∇ρε(x, y)(∇K ∗ ρε(x, y))+ηε(x, y) dy ≈ ∇ρε(x) · ∇K ∗ ρε(x)

for small ε.

Combining the expressions above yields
∂tρ

ε(x) ≈ −ρε(x)�K ∗ ρε(x)−∇ρε(x) · ∇K ∗ ρε(x)

= −∇ · (ρε∇K ∗ ρε)(x).

This suggests that if ρε converge as ε → 0+, then the limiting ρ is a solution of
the standard nonlocal interaction equation (3.1). A possible way to attack the local
limit within the variational framework is via a stability statement similar to that of
Theorem 3.14, but now with respect to the family (ηε)ε>0 in the limit ε → 0+.
The next remark indicates that this will require further regularity assumptions on
the interaction kernel K .

Remark 3.18. We present an example that indicates that, in certain situations,
solutions of (NL2IE) cannot be expected to converge to solutions of (3.1) as
the interaction kernel ηε becomes more concentrated. Namely, consider d = 1,
	 = (−2, 2) and μ = Leb(	). Let K (x, y) = 1− e−|x−y| for all x, y ∈ 	 and η

be a smooth, even function, positive on (−0.2, 0.2) and zero otherwise. Consider
ρ0 = 1

2 (δ−1 + δ1). It is straightforward to verify that ρt = ρ0 for all t ∈ [0, T ]
yields a weak solution of (NL2IE) for all ε > 0. In particular, note that the corre-
sponding velocity field satisfies v(−1, y) = −(K ∗ρ0(y)−K ∗ρ0(−1)) � 0 for all
y ∈ (−1.2,−0.8), and thus the flux from x = −1 remains zero, and analogously
from x = 1. Therefore, one cannot expect the weak solutions for the interaction
potential K to converge to weak solutions of (3.1) as ε → 0+. We believe that,
for these particular kernel K and edge weights η, the problem persists for strong
solutions for initial data close to ρ0, only that explicit solutions are not available.
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Appendix A: Minkowski Norm of the Underlying Finsler Structure

In this appendix we show that, given ρ ∈ P2(R
d ) and j ∈ TρP2(R

d ), the inner product
gρ, j from Section 3.1 derives from a so-calledMinkowski norm, as it should be in the theory
of Finsler geometry; see [4,18,49].

Let us fix ρ ∈ P2(R
d ) which is absolutely continuous with respect to μ, in accordance

with Section 3.1. For j ∈ TρP2(R
d ), we denote j its density with respect to μ ⊗ μ. We

show that the function Fρ : TρP2(R
d )→ R given by

Fρ( j) =
√
1

2

∫∫
G
j (x, y)2η(x, y)

(
χ{ j>0}(x, y)

ρ(x)
+ χ{ j<0}(x, y)

ρ(y)

)
dμ(x) dμ(y)

for all j ∈ TρP2(R
d ),

is a Minkowski norm, that is, it is smooth away from 0, positively 1-homogeneous and,
whenever j in nonzero η μ ⊗ μ-a.e., its second variation is a symmetric positive definite
bilinear form. In fact, we now prove that, for all j , j1, j2 ∈ TρP2(R

d ) such that j is
nonzero η μ⊗ μ-a.e.:

1

2

∂2

∂t∂s

∣∣∣∣∣
s=t=0

F2
ρ ( j + s j1 + t j2) = gρ, j ( j1, j2).

Indeed, let j ∈ TρP2(R
d ), s ∈ R and j1 ∈ TρP2(R

d ) such that j + s j1 ∈ TρP2(R
d ).

Then,

F2
ρ ( j + s j1)− F2

ρ ( j)

= 1

2

∫∫
G

( j (x, y)+ s j1(x, y))
2η(x, y)

×
(

χ{ j+s j1>0}(x, y)
ρ(x)

+ χ{ j+s j1<0}(x, y)
ρ(y)

)
dμ(x) dμ(y)

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/


756 A. Esposito et al.

− 1

2

∫∫
G
j (x, y)2η(x, y)

(
χ{ j>0}(x, y)

ρ(x)
+ χ{ j<0}(x, y)

ρ(y)

)
dμ(x) dμ(y)

= 1

2

∫∫
G
j (x, y)2η(x, y)

(
χ{ j+s j1>0}(x, y)

ρ(x)
− χ{ j>0}(x, y)

ρ(x)

)
dμ(x) dμ(y)

+ 1

2

∫∫
G
j (x, y)2η(x, y)

(
χ{ j+s j1<0}(x, y)

ρ(y)
− χ{ j<0}(x, y)

ρ(y)

)
dμ(x) dμ(y)

+ s2

2

∫∫
G
j1(x, y)

2η(x, y)

×
(

χ{ j+s j1>0}(x, y)
ρ(x)

+ χ{ j+s j1<0}(x, y)
ρ(y)

)
dμ(x) dμ(y)

+ s
∫∫

G
j (x, y) j1(x, y)η(x, y)

×
(

χ{ j+s j1>0}(x, y)
ρ(x)

+ χ{ j+s j1<0}(x, y)
ρ(y)

)
dμ(x) dμ(y)

=: I1 + I2 + I3 + I4.

Note that

I1 = 1

2

∫∫
{0< j�−s j1}

j (x, y)2η(x, y)

×
(

χ{ j+s j1>0}(x, y)
ρ(x)

− χ{ j>0}(x, y)
ρ(x)

)
dμ(x) dμ(y)

+ 1

2

∫∫
{−s j1< j�0}

j (x, y)2η(x, y)

×
(

χ{ j+s j1>0}(x, y)
ρ(x)

− χ{ j>0}(x, y)
ρ(x)

)
dμ(x) dμ(y)

= −1

2

∫∫
{0< j�−s j1}

j (x, y)2η(x, y)

ρ(x)
dμ(x) dμ(y)

+ 1

2

∫∫
{−s j1< j<0}

j (x, y)2η(x, y)

ρ(x)
dμ(x) dμ(y).

Therefore,

|I1| � s2
∫∫

G

j1(x, y)
2η(x, y)

ρ(x)
dμ(x) dμ(y).

Similarly, one gets

|I2| � s2
∫∫

G

j1(x, y)
2η(x, y)

ρ(y)
dμ(x) dμ(y).

We also have that

|I3| � s2

2

∫∫
G

j1(x, y)η(x, y)

ρ(x)
dμ(x) dμ(y)

+ s2

2

∫∫
G

j1(x, y)η(x, y)

ρ(y)
dμ(x) dμ(y).

Using Lebesgue’s dominated convergence theorem, one gets, moreover, that

lim
s→0

I4
s
= ∫∫

G j1(x, y) j (x, y)η(x, y)
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×
(

χ{ j>0}(x,y)
ρ(x) + χ{ j<0}(x,y)

ρ(y)

)
dμ(x) dμ(y).

We thus overall get

lim
s→0

F2
ρ ( j + s j1)− F2

ρ ( j)

s
=
∫∫

G
j1(x, y) j (x, y)η(x, y)

×
(

χ{ j>0}(x, y)
ρ(x)

+ χ{ j<0}(x, y)
ρ(y)

)
dμ(x) dμ(y),

which shows that

1

2

d

ds

∣∣∣∣
s=0

F2
ρ ( j + s j1) =

1

2

∫∫
G
j1(x, y) j (x, y)η(x, y)

×
(

χ{ j>0}(x, y)
ρ(x)

+ χ{ j<0}(x, y)
ρ(y)

)
dμ(x) dμ(y)

= gρ, j ( j1, j). (A.1)

Note that this equality was used in Section 3.1 to determine that grad− E(ρ) is indeed the
direction of steepest descent from ρ, i.e., to get (3.9). Computing now a further derivative in
direction j2 ∈ TρP2(R

d ) and using similar boundedness arguments, we get

1

2

∂2

∂t∂s

∣∣∣∣∣
s=t=0

F2
ρ ( j + s j1 + t j2)

= 1

2

∫∫
G
j1(x, y) j2(x, y)η(x, y)

×
(

χ{ j>0}(x, y)
ρ(x)

+ χ{ j<0}(x, y)
ρ(y)

)
dμ(x) dμ(y)

+ 1

2

∫∫
{ j=0}

j1(x, y) j2(x, y)η(x, y)

×
(

χ{ j2>0}(x, y)
ρ(x)

+ χ{ j2<0}(x, y)
ρ(y)

)
dμ(x) dμ(y)

= gρ, j ( j1, j2)+
1

2

∫∫
{ j=0}

j1(x, y) j2(x, y)η(x, y)

×
(

χ{ j2>0}(x, y)
ρ(x)

+ χ{ j2<0}(x, y)
ρ(y)

)
dμ(x) dμ(y).

Note that the presence of the integral over the set { j = 0} comes from the fact that j is not a
multiplicative function of the integrand anymore (as it was the case for the first derivative),
so that the set of points where j = 0 has to be considered. Assuming then that η μ⊗μ-a.e.
we have j �= 0 we obtain that this integral over { j = 0} is equal to zero, which yields the
claim.
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