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Abstract

Design of experiments (DoE) are used in various contexts such as optimization or uncertainty quantification when relying on a time-consuming numerical simulator. It aims to select a limited number of points at which evaluating the simulator provides maximal knowledge on the simulator outputs of interest. One motivating application is the optimal design of turbine blades in an helicopter engine, which takes as inputs mixed continuous and binary variables. This paper proposes two new approaches for space-filling design over the mixed continuous and discrete space. Numerical results for three different types of DoE problems (mixed integers, mixed binaries with cyclic symmetry, and time series) are presented. The obtained results illustrate the good performance of the proposed methods and the wide range of applications they can address.
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1. Introduction

In recent years, the need for efficient design of experiments (DoEs) has emerged as a key research area for analyzing complex physical numerical models. Indeed, such models are often expensive to evaluate, requiring sometimes several hours or even days to run one single simulation. It means that using them to conduct optimization studies or uncertainty quantification and sensitivity analysis investigations is in general too computationally demanding. Standard practice consists in building a surrogate model of the numerical code, and using it as a proxy for all intensive computations required by optimization or uncertainty propagation. However, the final surrogate accuracy heavily depends on the available samples of the computer code inputs/outputs relationship. For this task, it is often crucial to build a design of experiments that provides information about all parts of the experimental region. For example, two appealing concepts are the so-called space-filling designs, [1, 2] and Latin Hypercube Sampling (LHS) [3]. Designs of experiments for continuous variables have been extensively studied with several space-filling criteria (minimax and maximin [4], discrepancy [5], maximum projection [6]). However, the case where models involve both continuous and discrete input variables has been much less investigated and tested.

In this paper, we focus on the specific case of models involving a mixed design of experiments region, defined as

\[ D = \{ z = (x, y) \in \mathbb{R}^m \times \mathbb{I}^n \} \] (1)

where \( x \in \mathbb{R}^m \), and \( y \in \mathbb{I}^n \) are the continuous and discrete variables, respectively, and where \( \mathbb{I} \) denotes the discrete space (e.g., integer, binary or categorical variables). For handling mixed DoEs, the first proposed approaches consisted mainly of simple extensions of continuous LHS, either by randomly discretizing continuous values [3], or by rounding continuous DoEs to obtain feasible integer candidates [7, 8]. These techniques can recover the integer domain but may destroy the desirable properties of the original DoEs, or even worse, they
may generate identical points, which must be avoided. On the other hand, it is possible to generate independently a LHS for every given discrete possible values [2], or use a so-called sliced LHS (LHS for the continuous factors which is sliced into groups of smaller LHS designs associated with different discrete levels) [9]. Although popular, these last two approaches usually require a very large number of samples that increases too rapidly with the number of discrete variables. Recent work [10,11] proposes to sample continuous variables through a single continuous LHS, while the discrete variables are obtained by randomly assigning an equal number of data samples to each discrete value. A different line of work mainly studied in the machine learning research area relies on the approximation of probability measures with an empirical probability distribution supported by a small number of points, also called quantization [12]. Our proposal follows this point of view.

More precisely, we shall focus on the framework of kernel-embedding of probability distributions [13], which offers mathematical tools to define distances between probability distributions that can be efficiently computed. It is then straightforward to recast the problem of finding a DoE with good space-filling properties as an optimization problem that aims at finding an empirical probability distribution (the DoE) which is as close as possible to a target probability measure (for example, the uniform measure on the feasible experimental region). For continuous probability measures, this point of view has already been proposed with the name of kernel herding in [14], or support points in [15]. Note that the target distribution here can either be given explicitly or it can itself be seen as an empirical distribution but involving a large number of points. Here, our goal is to extend this framework to the mixed case.

The paper is organized as follows. First, we present in Section 2 a naive extension of continuous DoEs which will serve as a baseline for numerical comparisons. In Section 3, two novel methods based on kernel embedding are introduced and discussed with respect to their respective advantages and limitations. Extensive numerical experiments are finally conducted in Section 4 where we show that, on a variety of problems, the kernel point of view clearly outperforms
2. **Straightforward transformation of a continuous DoE into a mixed DoE**

Our goal is to select \( n_{DoE} \) representative points from the region \( D \) defined by \( \mathbb{I} \). Inspired from previous works \[16, 17\], we first propose a straightforward algorithm which is based on the projection from continuous space to integers representing the distinct indices of the discrete variables, detailed in Algorithm 1.

**Algorithm 1: Projected DoE for discrete variables**

**Input:** \( n, n_{DoE} \)

0. Pre-processing

- Compute all \( n_{levels} \) distinct discrete arrangements of size \( n \), and arrange them in a matrix \( L \)
- Compute the weight, \( w = \frac{1}{n_{levels}} \)

1. Main computation

- Build a continuous DoE of size \( n_{DoE} \) in dimension 1:
  \[
  U = \{ u_1, \ldots, u_{n_{DoE}} \}
  \]
- Assign discrete values according to the following rule:
  if \( u_i \in [(j-1)w, jw], i = 1, \ldots, n_{DoE}, j = 1, \ldots, n_{levels} \), then assign the \( j \)-th row of \( L \) to \( y_i \)

Return \( y_1, \ldots, y_{n_{DoE}} \)

The choice of the method to generate the continuous DoE is left to the user, but for the sake of having a uniform distribution in the discrete space, it is recommended to use either a low discrepancy method such as Sobol sequences, Halton sequences (see details in \[18\]), or standard space-filling DoEs such as the minimax or maximin DoEs for example \[14, 15\].

standard approaches.
Remark that this adaptation focuses on picking distinct discrete candidates. If it yields badly-distributed points (this will happen if the chosen continuous DoE is of poor quality), then the algorithm must consider postprocessing duplicated discrete points (to be avoided). Algorithm 1 only provides the DoE for \( \mathbb{I}^n \): in order to obtain the full DoE (for \( \mathbb{R}^m \times \mathbb{I}^n \)) another (continuous) DoE is generated for \( \mathbb{R}^m \) and added to the output of Algorithm 1. In the numerical comparisons of Section 4, we shall use a Sobol sequence and a classical LHS for both generating continuous DoEs for Algorithm 1 and above for the adding step.

3. Kernel-embedding of probability distributions for mixed DoEs

This section discusses the main ingredients of our two proposals relying on kernel-embedding of probability distributions extended to mixed continuous and discrete space. The first part presents a literature review on kernel-embeddings and how defining a DoE can be seen as an optimization problem in this framework. Subsections 3.1 and 3.2 detail both proposed algorithms, Greedy-MDS and Adapted-Greedy.

For two probability distributions P and Q and a Reproducing Kernel Hilbert Space (RKHS) \( \mathcal{H} \) with positive-definite kernel \( k \), the maximum mean discrepancy (MMD) distance between P and Q is defined as

\[
\text{MMD}(P, Q) = \| \mu_P - \mu_Q \|_{\mathcal{H}},
\]

where \( \mu_P = \int k(x, \cdot) \, dP(x) \) and \( \mu_Q = \int k(x, \cdot) \, dQ(x) \) are the kernel embeddings of P and Q, respectively, and serve as representations of the probability distributions [13]. Interestingly, the RKHS framework makes it possible to write the distance with only expectations of kernel functions:

\[
\text{MMD}^2(P, Q) = \mathbb{E}_{\xi, \xi' \sim P} k(\xi, \xi') + \mathbb{E}_{\zeta, \zeta' \sim Q} k(\zeta, \zeta') - 2 \mathbb{E}_{\xi \sim P, \zeta \sim Q} k(\xi, \zeta). 
\]

Kernel-embedding of probability distributions has been studied in many contexts, ranging from two-sample test problems [19], independence tests [20] or...
generative artificial neural networks [21]. In our context, it has also been used as a method to quantize probability measures, i.e. how well a representative point set approximates a target distribution [14, 15, 5]. More precisely, given a target probability measure \( Q \) to be quantized with an empirical distribution \( P = \frac{1}{n_{DoE}} \sum_{i=1}^{n_{DoE}} \delta_{x_i} \) of \( n_{DoE} \) points, the problem writes

\[
\min_{x_1, x_2, \ldots, x_{n_{DoE}}} \text{MMD}^2 \left( \frac{1}{n_{DoE}} \sum_{i=1}^{n_{DoE}} \delta_{x_i}, Q \right).
\]

When the target \( Q \) is the uniform distribution on an hypercube, the squared MMD actually can be written as well-known discrepancy measures, depending on the choice of the kernel \( k \), as elaborated in [22]. However, the choice of the target \( Q \) is not restricted, and several options have been discussed in previous work. When \( Q \) is explicitly given as a parametric distribution, [15] proposes a minimization-maximization algorithm to solve (4). On the other hand, when \( Q \) is a posterior distribution from a Bayesian problem, [23] investigates a specific kernel \( k \) giving rise to the so-called Stein discrepancy. Finally, \( Q \) can also be given itself as an empirical measure \( Q = \frac{1}{N} \sum_{i=1}^{N} \delta_{u_i} \), where \( N \) is typically much larger than \( n_{DoE} \). This case is at the core of kernel herding [14], which has also been studied in [15]. For the mixed DoE case, we shall only focus on the latter, meaning that in what follows we shall always assume that we have a large sample \( (u_i)_{i=1, \ldots, N} \) of points distributed according to the target \( Q \). In this case, problem (4) transforms into

\[
\min_{x_1, x_2, \ldots, x_{n_{DoE}}} \text{MMD}^2 \left( \frac{1}{n_{DoE}} \sum_{i=1}^{n_{DoE}} \delta_{x_i}, \frac{1}{N} \sum_{i=1}^{N} \delta_{u_i} \right).
\]

It remains, as a last step, to decide how this optimization problem is solved. When the points \( x_i \) can be chosen freely, efficient optimization strategies based on minimization-maximization have been proposed [15]. However they cannot be easily generalized to the mixed case, since they would involve developing a specific mixed-integer solver. This is the reason why we concentrate on the case where the points \( x_i \) are chosen among the points in the large sample \( U = \{u_i\} \), as in [14, 23, 24]. The optimization problem then however turns into a combinatorial one, with a complexity which must be leveraged with approximations.
In kernel herding [14], a greedy sequential algorithm is proposed, which consists of the following steps:

\[
x_1^* = \underset{x \in \mathcal{U}}{\text{argmax}} \frac{1}{N} \sum_{j=1}^{N} k(x, u_j),
\]

\[
x_{t+1}^* = \underset{x \in \mathcal{U}}{\text{argmin}} \frac{1}{t+1} \sum_{i=1}^{t} k(x, x_i^*) - \frac{1}{N} \sum_{j=1}^{N} k(x, u_j).
\]

From a computational perspective, we only precompute \( \frac{1}{N} \sum_{j=1}^{N} k(x, u_j) \) once for all \( x \in \mathcal{U} \), and it is also recommended to normalize all the points before running the algorithm to ensure its accuracy. A pseudo-code is given in Algorithm 2.

Note that this is also the approach taken in [23] (they also extend it to the selection of batches of several points at each iteration by resorting to a mixed-integer quadratic programming solver).

**Algorithm 2:** Kernel herding: greedy algorithm for continuous variables.

Input: Target distribution given as the empirical measure supported on the points \( \mathcal{U} = (u_j)_{j=1,2,...,N} \), and the size of the DoE \( n_{DoE} \).

- Precompute
  \[
  \frac{1}{N} \sum_{j=1}^{N} k(x, u_j), \quad \forall x \in \mathcal{U}.
  \]

- Initialize
  \[
  x_1^* = \underset{x \in \mathcal{U}}{\text{argmax}} \frac{1}{N} \sum_{j=1}^{N} k(x, u_j). \tag{6}
  \]

- For \( t = 1, \ldots, n_{DoE} - 1 \):
  \[
  x_{t+1}^* = \underset{x \in \mathcal{U}}{\text{argmin}} \frac{1}{t+1} \sum_{i=1}^{t} k(x, x_i^*) - \frac{1}{N} \sum_{j=1}^{N} k(x, u_j). \tag{7}
  \]

Return \( x_1^*, x_2^*, \ldots, x_{n_{DoE}}^* \)

Regarding the choice of the kernel, if \( (u_j)_{j=1,\ldots,N} \) lie in the continuous space
we have to specify a kernel function

\[ k : \mathbb{R}^m \times \mathbb{R}^m \rightarrow \mathbb{R} \]

\[ (u, v) \rightarrow k(u, v) \]  

(8)

To define a \( m \) dimensional kernel \( k \), one can typically use a tensorized kernel

\[ k(u, v) = \prod_{l=1}^{m} \tilde{k}(u^l, v^l), \]

where \( \tilde{k} : \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R} \) denotes a one-dimensional kernel. Classical examples include the Gaussian and Laplacian kernels

\[ \tilde{k}_{Gauss}(u, v) := e^{-\gamma(u-v)^2}, \]

\[ \tilde{k}_{Lap}(u, v) := e^{-\gamma|u-v|} \]

which depend on a user-defined hyperparameter \( \gamma > 0 \). In our numerical experiments, we shall rely on the so-called median rule of thumb to select \( \gamma \) [20].

3.1. Greedy-MDS: kernel herding and multi-dimensional scaling

In this subsection, we propose a first extension of the previous greedy algorithm to mixed continuous and discrete space by using Multi-Dimensional Scaling (MDS). The main idea is to apply MDS to build a continuous encoding of the discrete variables.

Continuous encoding of discrete variables is a standard way to handle mixed variables in regression or classification problems. Successful strategies rely on a data-driven approach, where the encoding is optimized during the supervised learning task [25, 26]. However in our unsupervised setting, such approaches cannot be envisioned. In order to circumvent this limitation, we take a different road by assuming that a user-defined distance in the discrete space characterizing any prior information is available. Such a distance can include symmetry properties such as in the numerical experiments presented below, or handcrafted correlation given by experts of the phenomenon under study. Once this distance is available, it can be used to compute all the pairwise distances between the points from the target distribution \( u_i \).
MDS can then be applied to this distance matrix. Indeed, MDS is a technique that creates a map displaying the relative positions of a number of objects, given only a table of distances (or dissimilarities) between them. In other words, MDS translates pairwise-distance information among a set of $N$ objects (normally in a high-dimensional space) into a configuration of $N$ corresponding points in a smaller dimensional space, preserving the pairwise distances as much as possible. Suppose that we have a set of $N$ points $\{u_1, u_2, \ldots, u_N\}$ for which we know all the pairwise distances $d_{ij} = d(u_i, u_j)$. The output of MDS is a new set of points $v_1, v_2, \ldots, v_N$ in a Euclidean space such that their Euclidean distance approximates $\hat{d}_{ij}$, i.e., $d_{ij} \approx \hat{d}_{ij} = \|v_i - v_j\|$. The dimension of this Euclidean space is chosen by the user, with a maximum equal to $N - 1$. To measure how well the original set of data are represented by the MDS model, it is typical to use the goodness-of-fit value, or stress value $\text{stress}$, based on the differences between the actual distances and their predicted values:

$$\text{stress} = \sqrt{\frac{\sum_{i,j}(d_{ij} - \hat{d}_{ij})^2}{\sum_{i,j} d_{ij}^2}}.$$  

(9)

Based on the stress value, $\text{stress}$ asserts how the MDS model performs: if $\text{stress} = 0$ the MDS model is said to be perfect, else if $\text{stress} \sim 0.025$ the MDS model is said to be excellent, else if $\text{stress} \sim 0.05$ the MDS model is said to be good, else if $\text{stress} \sim 0.1$ the MDS model is said to be fair, and finally otherwise if $\text{stress} \sim 0.2$ or $\text{stress} \geq 0.2$ the MDS model is said to be poor.

Our proposal, called Greedy-MDS, is then to apply a preliminary MDS step for all the discrete variables $Y = \{y_1, y_2, \ldots, y_N\}$ in the large target sample for which we have all the pairwise distances defined by the user. After this step, we have a continuous encoding $V = \{v_1, v_2, \ldots, v_N\}$ of the discrete variables, which can be stacked with the continuous variables $X = \{x_1, x_2, \ldots, x_N\}$. This gives a new representation of the large target sample with only continuous values. Then, we use kernel-herding from Algorithm 2 with a standard continuous kernel to obtain a small subset of points which represents as well as possible the target distribution. The last step is finally to invert the encoding: this is an easy task,
since by bijection we exactly know the correspondence between the original
discrete values and their encoding. A pseudo-code is given in Algorithm 3.

Algorithm 3: Greedy-MDS algorithm.

Input: nDoE, d, Y

1. Pre-processing step
   - Compute $d_{ij} = d(y_i, y_j)$ for all $y_i, y_j \in Y$.
   - MDS step: apply MDS to $d$, obtain accordingly continuous points, $u_1, \ldots, u_N$
   - Stacking with continuous variables: for each $u_i, i = 1, \ldots, N$, add a large number of continuous values, save in matrix $R$


3. Retrieve the original values by inverting MDS

A strong potential limitation of Greedy-MDS lies in the choice of the user-defined distance. Indeed, very poor distance reconstruction performance can occur in practice, meaning that MDS cannot find an encoding which preserves well the pairwise distances even with a maximal dimension of $N - 1$. To circumvent this issue, we observed numerically that in practice MDS has a much better reconstruction performance if, instead of relying on a user-defined distance, we employ a user-defined kernel $k$ for discrete variables and build the corresponding kernel-induced pseudo-distance

$$d_k(u, v) = \sqrt{k(u, u) + k(v, v) - 2k(u, v)}.$$ 

Note however that requiring a user-defined kernel is much more demanding than requiring a distance, and that if a kernel is available the following approach should be preferred.

3.2. Adapted-Greedy: directly using a kernel defined in the mixed space

In this subsection, we propose an adapted greedy algorithm for mixed continuous and discrete variables problems that takes into account directly an ap-
appropriate mixed kernel inside the greedy algorithm \[2\] appropriate being related here to the distance and type of information that are given by the user. The first step is to build a positive-definite kernel on the discrete variables from a given distance \(d(\cdot, \cdot)\). The naive approach consists in generalizing the Laplace kernel as follows:

\[
k(y, y') = e^{-\gamma d(y, y')},
\]

for any values \(y\) and \(y'\) of the discrete variables. Unfortunately this does not provide a positive-definite kernel in general [28]. A particular case of interest where this result holds concerns binary variables with the Hamming distance, \(d_H(y, y')\), where the kernel

\[
k_H(y, y') = e^{-\gamma d_H(y, y')}, \tag{10}
\]
is positive definite for any \(\gamma > 0\), see [29]. For the general case, we have to follow a different road and build upon the work of [30] where the so-called soft string kernel is introduced. For any distance \(d\) between any variables \(u\) and \(v\) in a space \(\mathcal{I}\), it is given by

\[
k_{soft}(u, v) := \int_{\omega \in \mathcal{I}} p(\omega) e^{-\gamma (d(u, \omega) + d(v, \omega))} d\omega \tag{11}
\]

where \(p(\omega) : \mathcal{I} \rightarrow \mathbb{R}\) is a probability distribution over \(\mathcal{I}\), and it can be proved that it is positive definite [30]. When \(\mathcal{I}\) is a discrete space, it boils down to the discrete sum

\[
k_{soft}(u, v) := \sum_{\omega \in \mathcal{I}} p(\omega) e^{-\gamma (d(u, \omega) + d(v, \omega))}. \tag{12}
\]

Interestingly, for a uniform distribution, this kernel is an approximation of the naive proposal above, by using well-known approximation results for the Log-SumExp function (LSE). More precisely, the LSE function reads

\[\text{LSE}(x_1, x_2, \ldots, x_n) = \log(e^{x_1} + e^{x_2} + \ldots + e^{x_n}).\]

The LSE function can be seen as an approximation of the maximum function \(\max(x_1, \ldots, x_n)\) [31]. Consequently, we also have

\[\min(x_1, \ldots, x_n) \approx -\log(e^{-x_1} + e^{-x_2} + \ldots + e^{-x_n}).\]
Now if $p$ is a uniform distribution on $\mathcal{I}$, meaning that for all $\omega \in \mathcal{I}$, $p(\omega) = p_0$, then the soft string kernel simplifies as follows

$$k^{soft}(u, v) = \sum_{\omega_i \in \mathcal{I}} p_0 e^{-\gamma (d(u, \omega_i) + d(v, \omega_i))},$$

$$= \sum_{\omega_i \in \mathcal{I}} e^{-\gamma \eta_i + \log(p_0)},$$

(13)

with $\eta_i = d(u, \omega_i) + d(v, \omega_i)$. Applying $-\log$ to both sides of this equality leads to

$$-\log(k^{soft}(u, v)) = -\log \left( \sum_{\omega_i \in \mathcal{I}} e^{-\gamma \eta_i + \log(p_0)} \right)$$

$$\approx \min_i (\gamma \eta_i - \log(p_0)), $$

using the approximation of the minimum given above. From the distance triangle inequality, we also have $\eta_i \geq d(u, v)$, which means that $\min_i (\gamma \eta_i - \log(p_0)) = \gamma d(u, v) - \log(p_0)$. This finally gives

$$k^{soft}(u, v) = e^{\log(k^{soft}(u, v))}$$

$$\approx e^{-(\gamma d(u,v) - \log(p_0))}$$

$$= p_0 e^{-\gamma d(u,v)}.$$ 

This result can help interpret $k^{soft}$ as a positive-definite approximation of the Laplace kernel where we would insert the distance $d$.

Combining one of the above kernels (10) or (12) for the discrete variables and any kernel $k_{cont}$ for the continuous variables is finally straightforward with tensorization, and leads to a mixed kernel that can directly be used in kernel herding.

**Extension beyond mixed variables problems.**

Interestingly, the Adapted-Greedy approach presented before is generic, in the following sense: as we discussed building a kernel adapted to discrete variables, the same principle can be applied to any other type of variables (corresponding to appropriate kernel and distance) provided by the user. A prominent example in computer experiments involves time series variables, for which it is
usually a challenge to build a space-filling DoE. Some previous works are for example based on the decomposition of functional data on orthogonal bases such as in [32], but here we can directly make use of the literature on kernels for time-series data. We can for example propose a normalized kernel between two time series $u(t)$ and $v(t)$ involving the recently proposed global alignment kernel [33]:

$$K_{GAK}(u(t), v(t)) = K(u(t), v(t)) - \frac{1}{2}(K(u(t), u(t)) + K(v(t), v(t))),$$

(14)

where $K$ is the global alignment kernel for same length time series

$$K(u(t), v(t)) = \prod_{i=1} e^{-\phi_\sigma(u(t_i), v(t_i))},$$

(15)

with $\phi_\sigma(u(t_i), v(t_i)) = \frac{1}{2\sigma^2} \|u(t_i) - v(t_i)\|^2 + \log(2 - e^{-\frac{\|u(t_i) - v(t_i)\|^2}{2\sigma^2}})$. We shall see in Section 4 how it performs numerically on a time series example.

4. Numerical experiments

The aim of this section is to demonstrate the large range of applicability of the proposed design of experiment methods. The first application is the surrogate modelling of the simulated performance of an electric engine with respect to design parameters of the rotor component. This application deals with continuous, integer and categorical variables. Then, we consider the case of cyclic-symmetry problems, with continuous and binary variables, motivated by an application of optimal design of the turbomachine of an helicopter engine described in [16]. For these specific problems, we address two different practical objectives: (a) surrogate modelling illustrated on various benchmark functions, and (b) the choice of initial points for the shape optimization problem of the turbomachine. Finally, our DoE methods are applied to two examples involving time series.
4.1. Design of experiments for a surrogate model with continuous, integer and categorical variables

The first application relates to the optimal design of an electric engine with respect to the rotor component. The purpose of this study is to choose a set of values of the design variables that will be used to perform simulations of the engine operation in order to build surrogate models of the maximal power and of the maximal torque of the engine. The simulations are performed with the FEMM simulator designed for electromagnetic problems. The design variables are composed of one continuous variable (the rotor length), two integer variables (the number of wires and the number of coils with respectively four and eleven possible values) and one categorical variable that characterizes the type of rotor geometry (with 16 possible types of rotor). For this problem, we use a tensorized kernel composed of a Gaussian kernel for continuous variables and the kernel (10) based on the Hamming distance applied to mixed binary variables resulting from the encoding of the integer and the categorical variables. Here we compare designs of experiments built with Adapted-Greedy approach to the projected LHS (Algorithm 1) with a number of points ranging from 20 to 100. Surrogate models based on Gaussian processes and adapted kernel for mixed continuous and categorical variables ([34], [9]) are built from simulations performed on these designs. The accuracy of the obtained surrogate models is assessed by

\[
1 - Q^2(F, \hat{F}) = \frac{\frac{1}{N_v} \sum_{i=1}^{N_v} (F_i - \hat{F}_i)^2}{\frac{1}{N} \sum_{i=1}^{N} (F_i - \bar{F})^2},
\]

where \( Q^2 \), the predictive accuracy coefficient, is computed on a new set of validation points of cardinality \( N_v \), \( N = N_v + n_{DOE} \) is the total number of simulations including the points of the DoE, \( F \) is the vector of simulated values, \( \hat{F} \) is the vector of the values predicted by the surrogate model, and \( \bar{F} \) is the mean of \( F \). In our experiments, we choose \( N_v = 300 \) validation points obtained

\[\text{https://www.femm.info/wiki/HomePage}\]
by a projected LHS method. Figure 1 compares the predictivity of each model built from the designs of experiments for the two simulator outputs of interest: the maximal torque and the maximal power of the electric machine. We achieve a better predictivity of the surrogate models for the Adapted-Greedy method, that is smaller values of \( Q^2 \) than projected LHS for both responses of interest and for all the design sizes.

![Figure 1: Accuracy of the surrogate models of the maximal torque (left) and the maximal power (right) built with designs of experiments obtained by the projected LHS method (in blue) and by the Adapted-Greedy algorithm (in red) with respect to the size of the designs.](image)

4.2. Design of experiments for cyclic-symmetry problems involving continuous and binary variables

The study of cyclic-symmetry problems is motivated by an application of optimal design for turbine blades in an helicopter engine [35], which involves mixed continuous and binary input variables.

We first apply our novel DoE methods on a set of benchmark functions (all with cyclic symmetry) with the aim of estimating the expectation of the actual functions. The second experiment presented in this section focuses on the choice of the initial points of an optimization method.

For both experiments, the value of the function of interest, \( f \), is not affected by cyclic permutations of the vector of binary variables \( y \). More precisely, for any given value of the continuous-variable vector \( x \in \mathbb{R}^m \) and for any \( y' \in \mathbb{R}^n \)
\{0,1\}^n$ such that there exists an index $i \in \{1,2,\ldots,n\}$ such that $\text{Rot}^i(y') = y$, (where $\text{Rot}^i(y)$ is the rotation of $y$ by $i$ positions), one has $f(x,y') = f(x,y)$.

For the Greedy-MDS and the Adapted-Greedy methods, we use a tensorized kernel with, for the binary variables, the soft kernel \cite{12} with the necklace distance \cite{16}:
\begin{equation}
    d_{neck}(y, y') = \min_{i=1,2,\ldots,n} d_H(y, \text{Rot}^i(y')),
\end{equation}
where $d_H$ denotes the Hamming distance. A necklace of binary variables $y \in \{0,1\}^n$ is defined as the equivalence class of binary vectors considering all rotations as equivalent vectors (analogy with a necklace of $n$ beads of two colors represented by 0 and 1 values): $N_y = \{\text{Rot}^i(y), i = 1,2,\ldots,n\}$.

4.2.1. Results for expectation estimation

The benchmark consists of 6 different functions chosen from \cite{36,37,38,14}, and listed in Table 1. These functions were set up originally for continuous optimization purposes. We transform them into mixed binary functions with cyclic symmetry following the methodology of \cite{16}. The problem dimensions are listed in Table 1 with a number $m$ of continuous variables ranging from 1 to 10, and a number $n$ of binary variables from 4 to 7 (corresponding to 6 to 20 distinct necklaces, i.e., 6 to 20 equivalent classes of binary vector).

<table>
<thead>
<tr>
<th>Test problem</th>
<th>Dimension $([m, n])$</th>
<th># distinct binary vectors (necklaces)</th>
<th>source instance</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>sin($|x|$)-nl</td>
<td>$2 \times 7$</td>
<td>20</td>
<td>sin($|x|$)</td>
<td>\cite{14}</td>
</tr>
<tr>
<td>Wong2-nl</td>
<td>$10 \times 4$</td>
<td>6</td>
<td>Wong2</td>
<td>\cite{36}</td>
</tr>
<tr>
<td>Branim-nl</td>
<td>$1 \times 7$</td>
<td>20</td>
<td>Branim</td>
<td>\cite{38}</td>
</tr>
<tr>
<td>Hartman3-nl</td>
<td>$3 \times 6$</td>
<td>14</td>
<td>Hartman3</td>
<td>\cite{38}</td>
</tr>
<tr>
<td>Perm6-nl</td>
<td>$5 \times 5$</td>
<td>10</td>
<td>Perm6</td>
<td>\cite{37}</td>
</tr>
<tr>
<td>Perm8-nl</td>
<td>$7 \times 5$</td>
<td>20</td>
<td>Perm8</td>
<td>\cite{37}</td>
</tr>
</tbody>
</table>

Table 1: Benchmark functions for expectation estimation.

DoEs are built with the methods introduced in Section 3 two projected de-
signs based on LHS and Sobol sequence, and our two methods based on kernel embeddings: Greedy-MDS and Adapted-Greedy. These results are compared with random sampling and standard LHS with rounded values for the binary variables. The empirical means of the benchmark functions for each necklace are computed from the points of the DoE and compared with the empirical means computed with a large set of points obtained by Monte-Carlo sampling \(10^4\) evaluations). For each DoE, the accuracy of the estimations is rated by the mean squared errors of the function expectations at the different necklaces:

\[
\sqrt{\frac{1}{n_{neck}} \sum_{h=1}^{n_{neck}} (F_{h}^{ref} - F_{h}^{DoE})^2},
\]

where \(n_{neck}\) is the number of necklaces, \(F_{h}^{ref}\) and \(F_{h}^{DoE}\) are respectively the empirical expectations of the function for the Monte-Carlo sampling points and the points of the DoE for the necklace \(h\).

The results of 20 repeated runs of the 6 methods with a design size \(n_{DOE} = k n_{neck}\), where \(k\) is ranging from 1 to 27, are shown in Figure 2. Figure 3 provides the distributions of estimation errors for each necklace obtained by one run of the 6 methods on the Branin-nl test case with a design size of 100 points \((k = 5)\). We observe on both figures that the approximation errors are much smaller for Greedy-MDS and Adapted-Greedy methods than for the four other methods. We also note that the two projected methods based on LHS and Sobol sequences provide slightly better global results on the benchmark when compared with standard methods using rounded values (Figure 2).

4.2.2. Results for initial design of optimization

The aim of the turbine application presented in [35, 16] is to design the turbine blades of an helicopter engine in order to minimize the vibrations of the compressor. This optimization problem involves \(m = 1\) continuous parameter controlling the frequency amplitude, and a vector of \(n = 12\) binary variables describing the repartition of two reference blade geometries on the turbine disk. In [16], the authors propose an adapted optimization method based on
Figure 2: Median RMSE (in logscale) of the estimation of benchmark function expectation obtained with 5 repetitions of the 6 methods: a random sampling and a standard LHS with rounded values for binary variables, 2 projected methods based on Sobol sequence and projected LHS, the Greedy-MDS and Adapted-Greedy methods, for $n_{DoE} = kn_{neck}$.
Figure 3: Distributions of estimation errors for each of the 20 necklaces of the Branin-nl function obtained with 6 methods: random sampling and standard LHS with rounded values for the binary variables, 2 projected methods based on Sobol sequence and projected LHS, the Greedy-MDS and Adapted-Greedy methods, for $n_{DoE} = 100$. 
a derivative-free trust-region method that uses the necklace distance \cite{17} to take into account the cyclic symmetry of the problem. In \cite{16}, the initial set of points are chosen by a LHS procedure with rounded values for binary variables. We compare here these optimization results with the results obtained with the same optimization method coupled with two types of initial DoE: the projected LHS and Adapted-Greedy methods. As for the previous benchmark functions, the chosen kernel for the latter is a tensorized kernel of a Gaussian kernel for continuous variables and the softmax kernel with necklace distance. The size of the initial DoE is \( n_{\text{DoE}} = n + m + 1 = 14 \), and 100 repetitions of each DoE methods and associated optimizations are run. The results are reported as data and performance profiles in Figures 4 and 5, respectively. As explained in \cite{39}, data and performances profiles with respect to the number of function evaluations are standard tools to compare the performances of derivative-free optimization methods, counting the ratio of successful runs for each solver with respect to a chosen criterion, the number of simulations in our study. We consider that an optimization run is successful if the best solution \( \bar{z} \) obtained within a given number of function evaluations satisfies
\[
    f(z_0) - f(\bar{z}) \geq (1 - \tau)(f(z_0) - f^*),
\]
where, in the sequel, \( f^* \) denote the best function value found by any solver (or the global-minimum value, if known), \( z_0 \) is the best point of the initial points for each run, and \( \tau \) is the desired accuracy, a user-defined tolerance value (in our tests, \( \tau = 10^{-5} \)). If a run does not provide a solution that satisfies (19), we consider that it fails. The data profile displays the ratio of successful runs of each solver over the total number of runs with respect to the number of simulations (normalized by the number of optimization variables \( n + m + 1 = 14 \)), whereas the performance profile displays this ratio with respect to a performance ratio that is, in our case, the ratio of the number of evaluations needed by a given method to satisfy the condition (19), and the smallest number of evaluations for all the compared methods.

Figures 4 and 5 show that the optimization method coupled with DoEs
generated by projected LHS is the most robust method with 90% of successful runs, while the optimization coupled with Adapted-Greedy method succeeds to solve 88% of problems. The optimization method coupled with LHS with rounded values for binary variables is the least robust method with only 82% of successful runs. The optimization method coupled with Adapted-Greedy DoE appears to be less efficient for small budgets of simulations. For this kind of derivative-free optimization methods coupled with expensive simulators, the size of the initial set is generally small in order to limit the number of expensive simulations. In the presented application, the size of the initial set (14) is small compared to the number of necklaces (equal to 352). This can explain the small differences between the results of the optimization method coupled with the three DoE methods: the exploration of the input space is done essentially along the optimization iterations and not during the initial phase.

4.3. Design of experiments for times series

To illustrate the ability of the proposed DoEs to be relevant for other types of variables than the mixed discrete case, we propose in this section to apply the Greedy-MDS and the Adapted-Greedy approaches coupled with the global alignment kernel (see [14] in Section [3]) to two time series examples, and we compare the results with those obtained with some state-of-the-art approaches.

<table>
<thead>
<tr>
<th>nDoE</th>
<th>Adapted Greedy t(s)</th>
<th>errors</th>
<th>Greedy MDS t(s)</th>
<th>errors</th>
<th>LHS + FPCA t(s)</th>
<th>errors</th>
<th>Quant. + FPCA t(s)</th>
<th>errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0.04</td>
<td>8.10^{-8}</td>
<td>0.02</td>
<td>2.10^{-7}</td>
<td>0.08</td>
<td>2.10^{-7}</td>
<td>0.36</td>
<td>1.3.10^{-7}</td>
</tr>
<tr>
<td>40</td>
<td>0.07</td>
<td>9.10^{-8}</td>
<td>0.03</td>
<td>2.10^{-7}</td>
<td>0.09</td>
<td>3.10^{-8}</td>
<td>0.94</td>
<td>7^{-9}</td>
</tr>
<tr>
<td>60</td>
<td>0.11</td>
<td>2.10^{-8}</td>
<td>0.03</td>
<td>4.10^{-8}</td>
<td>0.11</td>
<td>6.10^{-8}</td>
<td>2.04</td>
<td>2^{-8}</td>
</tr>
</tbody>
</table>

Table 2: Computational times and relative errors of the expectation estimation obtained for the function $f_1$ with the functional data of Brownian motion using 4 methods: the Adapted-Greedy and Greedy-MDS methods coupled with the global alignment kernel; the LHS method and the quantization method coupled with the FPCA dimension reduction method.
We consider two analytical functions with a functional input random variable $V(t)$ that is known through a sample of 200 realizations. Two cases are studied: $V$ is either a standard Brownian motion, denoted by BM, (Figure 6) or a max-stable process, denoted by MS (Figure 7). The aim of these experiments is to estimate the expectation of the function with respect to the functional variable $V(t)$ with a limited number of samples of $V$. To achieve this goal, \cite{40,41} propose a greedy functional data-driven quantization approach coupled with a functional principal component analysis (FPCA) to reduce the dimension of $V$ to a finite (small) dimension. The impact of the number of components in FPCA on the explained variance of the functional data for two types of uncertainties (Brownian and max-stable processes) is discussed in \cite{42}. For the presented numerical experiments, we choose 8 components that explain respectively 97.6%
and 70% of the data variance. We propose here to compare this quantization method with our two DoE methods applied directly to the functional domain with the global alignment kernel, $K^{GAK}$, introduced in Section 3 for time series. The Greedy-MDS method relies on the associated GAK kernel distance, $d_{GAK}$, defined as

$$d_{GAK}^2(u(t), v(t)) = K^{GAK}(u(t), u(t)) + K^{GAK}(v(t), v(t)) - 2K^{GAK}(u(t), v(t)).$$

(20)

A standard LHS method applied to the reduced space obtained by FPCA is also evaluated. The two studied functions are defined as

$$f_1 : (x, V) \rightarrow x_1^2 + 2x_2^2 - 0.3 \cos(3\pi x_1) - 0.4 \cos(4\pi x_2) + 0.7 + \int_0^T e^V dt,$$

(21)
Figure 6: 200 realizations of a Brownian motion: the thick blue curves are the 10 curves selected by the first iterations of the Adapted-Greedy algorithm.

where we fix $x_1 = 50$ and $x_2 = -80$, and

$$f_2 : (x, V) \rightarrow 2x_1^2 + x_2^2 - 0.3 \cos(3\pi x_1) - 0.4 \cos(4\pi x_2) + 0.7 + \int_0^T 2 \sin(V_t) dt,$$

(22)

where $x_1 = 2.95$ and $x_2 = 3.97$.

We apply the 4 DoE methods to the functions $f_1$ and $f_2$ and the two functional data, Brownian motion and max-stable process, with various sizes of DoE $n_{DoE} = 20, 40$ and 60 chosen among the 200 available realizations of $V$. The performances of the methods are measured in terms of accuracy and computational time in Tables 2, 3, 4, and 5. The errors are computed as the relative errors of the expectation estimations based on the obtained DoE, and the estimation based on the 200 realizations. The best values among the 4 methods are indicated in bold. The results of LHS and the quantization methods are the means of the results obtained for 50 repeated runs.
The quantization method which is dedicated to the expectation estimation often yields the best results. Our two methods provide results that are close to it in terms of accuracy, whereas the results of the LHS method applied to the reduced space are in general not as accurate. In terms of computational time, our two methods are more efficient than the quantization method implementation of [41]. Moreover, our methods directly consider the functional variable and do not require to apply a dimension reduction method.

5. Conclusions

The aim of the paper is to propose design of experiment methods adapted to mixed discrete and continuous variable problems. A first proposal is the
Table 3: Computational times and relative errors of the expectation estimation obtained for the function \( f_1 \) with the functional data of Max-stable process. 4 methods are evaluated: the Adapated-Greedy and Greedy-MDS methods coupled with the global alignment kernel, the LHS method and the quantization method coupled with the FPCA dimension reduction method.

<table>
<thead>
<tr>
<th>nDoE</th>
<th>Adapted Greedy t(s)</th>
<th>errors</th>
<th>Greedy MDS t(s)</th>
<th>errors</th>
<th>LHS t(s) + FPCA</th>
<th>errors</th>
<th>Quant. +FPCA t(s)</th>
<th>errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0.04 2.10^{-7}</td>
<td>0.03</td>
<td>2.10^{-6}</td>
<td>0.07</td>
<td>2.10^{-6}</td>
<td>0.4</td>
<td>5.10^{-7}</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>0.07 2.10^{-6}</td>
<td>0.03</td>
<td>2.10^{-8}</td>
<td>0.1</td>
<td>8.10^{-7}</td>
<td>0.9</td>
<td>3^{-7}</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>0.11 5.10^{-7}</td>
<td>0.04</td>
<td>4.10^{-7}</td>
<td>0.11</td>
<td>4.10^{-7}</td>
<td>1.9</td>
<td>2.10^{-7}</td>
<td></td>
</tr>
</tbody>
</table>

straightforward extension of continuous DoE techniques such as low discrepancy methods or standard space filling approaches coupled with the projection from continuous space to integers representing the distinct indices of discrete variables. A second proposed approach relies on kernel-embedding of probability distributions extended to mixed continuous and discrete space, which leads to two new methods: Greedy-MDS and Adapted-Greedy methods. These methods are generic and can address types of other objects than mixed discrete and continuous variables, provided that a suitable kernel is available. A variety of useful kernels are presented: in particular, the softmax kernel that can be built from any distance and ensures the positive-definite property, and the global alignment kernel that is suited to time series.

We illustrated the performances of the proposed DoE methods in various contexts: building a training data set for a surrogate model handling continuous, integer and categorical variables, and for the estimation of the expectation of a function with cyclic symmetry for a vector of binary variables, choosing initial points of a mixed binary and continuous shape optimization problem for an helicopter engine, and finally DoE for time series for expectation estimation of a function that depends on a functional variable.

Future studies can be carried on with other types of objects and associated
Table 4: Computational times and relative errors of the expectation estimation obtained for the function $f_2$ with the functional data of Brownian motion. 4 methods are evaluated: the Adapted-Greedy and Greedy-MDS methods coupled with the global alignment kernel, the LHS method and the quantization method coupled with the FPCA dimension reduction method.

<table>
<thead>
<tr>
<th>nDoE</th>
<th>Adapted Greedy t(s)</th>
<th>errors</th>
<th>Greedy MDS t(s)</th>
<th>errors</th>
<th>LHS + FPCA t(s)</th>
<th>errors</th>
<th>Quant. + FPCA t(s)</th>
<th>errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0.04</td>
<td>$3.10^{-7}$</td>
<td>0.02</td>
<td>$6.10^{-7}$</td>
<td>0.05</td>
<td>$6.10^{-7}$</td>
<td>0.3</td>
<td>$2.10^{-7}$</td>
</tr>
<tr>
<td>40</td>
<td>0.07</td>
<td>$3.10^{-7}$</td>
<td>0.03</td>
<td>$8.10^{-7}$</td>
<td>0.07</td>
<td>$2.10^{-7}$</td>
<td>0.89</td>
<td>$6.10^{-8}$</td>
</tr>
<tr>
<td>60</td>
<td>0.11</td>
<td>$3.10^{-8}$</td>
<td>0.03</td>
<td>$1.10^{-8}$</td>
<td>0.09</td>
<td>$1.10^{-7}$</td>
<td>1.9</td>
<td>$3.10^{-8}$</td>
</tr>
</tbody>
</table>

kernels (such as images or graphs) and also with different operational objectives. For instance, the exploration step in global optimization methods such as surrogate optimization or direct search methods could exploit the proposed DoEs for mixed continuous and discrete problems or involving other types of variables provided that some prior information is available and can be associated to a kernel or a distance (as we did for cyclic symmetry).
Table 5: Computational times and relative errors of the expectation estimation obtained for the function $f_2$ with the functional data of Max-stable process. 4 methods are evaluated: the Adapted-Greedy and Greedy-MDS methods coupled with the global alignment kernel, the LHS method and the quantization method coupled with the FPCA dimension reduction method.

<table>
<thead>
<tr>
<th>nDoE</th>
<th>Adapted Greedy t(s)</th>
<th>errors</th>
<th>Greedy MDS t(s)</th>
<th>errors</th>
<th>LHS + FPCA t(s)</th>
<th>errors</th>
<th>Quant. +FPCA t(s)</th>
<th>errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>6.10^{-7}</td>
<td>0.03</td>
<td>1.10^{-6}</td>
<td>0.07</td>
<td>3.10^{-6}</td>
<td>0.35</td>
<td>2.10^{-6}</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>2.10^{-6}</td>
<td>0.03</td>
<td>2.10^{-6}</td>
<td>0.09</td>
<td>1.10^{-6}</td>
<td>0.9</td>
<td>9.10^{-7}</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>4.10^{-7}</td>
<td>0.04</td>
<td>2.10^{-6}</td>
<td>0.11</td>
<td>8.10^{-7}</td>
<td>1.9</td>
<td>6.10^{-7}</td>
<td></td>
</tr>
</tbody>
</table>
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