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Abstract
Modeling of fuel atomization in internal combustion engines remains a challenge for modelers. The widely
used Lagrangian Discrete Droplet Method (DDM) has shown shortcomings, especially in the near nozzle
region, where the primary break-up initiates from the intact liquid core. Meanwhile, Interface Capturing
Methods (such as VOF, Level-Set) can be employed to investigate atomization. However, their application
is limited to academic cases due to the high computational cost. Recent research has shown a remarkable
performance of the Eulerian Diffuse Interface Models (DIM) based on the surface density concept for modeling
liquid jet atomization in RANS and LES numerical frameworks. Accordingly, the current work proposes
a more generalized approach in which a fully compressible multi-component two-phase real-fluid model
(RFM) is closed by a thermodynamic equilibrium tabulation method based on a real-fluid equation of state.
The RFM model is coupled to a postulated surface density equation within the LES framework for fuel
atomization modeling. The Engine Combustion Network (ECN) Spray A injector cold condition is used as
a reference for the proposed model validation. Simulations are carried out using the CONVERGE CFD
solver. Model assessment is performed using the available ECN experimental database of fuel dispersion and
interfacial surface area measurements. The LES results show that the model can capture well the fuel mass
distribution in the near nozzle field, but also the interfacial surface area. In addition, the predicted drop size
from simulations falls within the experimental data range. Overall, the RFM model supplemented with the
surface density equation can accurately predict the fuel dispersion and primary break-up using LES under
the considered subcritical condition.
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Introduction

Fuel atomization is an essential step towards the
combustion process in internal combustion engines.
Indeed, the quality of the atomized spray has a sig-
nificant effect on the combustion efficiency and the
resultant emissions. Several atomization modeling
approaches can be found in the literature with vary-
ing complexity of describing the atomization pro-
cess. The widely used spray model for engineer-
ing calculations is based on the Discretes Droplet
Model (DDM) approach [1], where the liquid phase
is described by Lagrangian particles/blobs, whereas
the gas-phase is modeled in an Eulerian framework.
This approach presents various shortcomings, espe-
cially in the near nozzle region [2], where the pri-
mary break-up initiates from the intact liquid core
[3]. Therefore, Eulerian modeling of the atomiza-
tion process, where both liquid and gas phases are
treated in an Eulerian framework, has been the
subject of interest for various researchers. For in-
stance, Interface Capturing Methods (ICM) such as
the Volume of Fluid (VOF) [4] and Level-Set (LS)
[5] methods have been employed for the Direct Nu-
merical Simulation (DNS) of the atomization pro-
cess [6, 7, 8]. However, due to the high computa-
tional cost of these methods, their application to
industrial cases is limited. Indeed, nowadays, the
fuel is injected at high Reynolds and Weber num-
bers, where the atomization outcome comprises ex-
tremely fine liquid structures that cannot be tracked
and resolved completely by the mesh resolution. Ac-
cordingly, another alternative is the Eulerian Dif-
fuse Interface Models (DIM) based on the surface
density concept initially introduced by [9, 10] in
the so called (Σ − Y ) model. The surface density
quantity (Σ) represents the liquid-gas interface area
per unit volume, which provide a general descrip-
tion of the liquid structures such as droplets or liga-
ments. While (Y ) stands for the liquid fraction. The
(Σ − Y ) model thus comprises two main transport
equations: the liquid mass/volume fraction trans-
port equation to track the liquid-phase dispersion
and the surface density equation to model the un-
resolved liquid-gas interface. Then, by assuming a
monodispersed spray of spherical droplets, an equiv-
alent Sauter Mean Diameter (SMD) can be defined
as (SMD = 6αl/Σ), where (αl) is the liquid vol-
ume fraction. Furthermore, the (Σ − Y ) model is
intended to provide a complete description of the
atomization process from the dense near nozzle re-
gion to the diluted spray zone by switching to a La-
grangian description of the spray when it becomes
sufficiently diluted, where this approach is usually
termed the Eulerian-Lagrangian Spray Atomization

(ELSA) model [11, 12]. The (Σ − Y ) model has
been widely employed for modeling the fuel disper-
sion and atomization in diesel-like operation condi-
tions within the Reynolds Averaged Navier-Stokes
(RANS) framework [13, 14, 15]. In addition, Chesnel
et al. [16] formulated the (Σ − Y ) model within the
LES framework, where the surface density equation
has been postulated to describe the subgrid spray
characteristics. A higher accuracy of an LES im-
plementation of the (Σ − Y ) model compared to its
RANS counterpart has been demonstrated in previ-
ous studies [17, 18] of diesel injection. More recently,
Anez et al. [19] proposed an atomization model,
which couples the ICM-DNS (resolved interface) and
the ELSA (unresolved interface) approaches. In this
model, switching between the ICM and the ELSA
approaches is implemented based on interface reso-
lution criteria to determine whether or not the in-
terface is well captured. Moreover, a comparison
between the LES and RANS formalisms of the pro-
posed model has revealed the superiority of the LES
to recover the liquid fuel dispersion under diesel-like
conditions. Thus, it can be concluded that simu-
lation of fuel injection within the LES framework
could be the best choice, especially for practical high
Reynolds number conditions, where a higher accu-
racy of two-phase turbulence modeling is required to
accurately predict the fuel dispersion and atomiza-
tion processes.

Accordingly, in the current work, the Eulerian
diffuse interface Real-Fluid Model (RFM) [20, 21] is
supplemented with a surface density transport equa-
tion as proposed by [16] to model liquid jet atomiza-
tion within the LES framework. The RFM model
is a fully compressible multi-component two-phase
model closed by a thermodynamic equilibrium tab-
ulation method. The thermodynamic table is gen-
erated for binary or ternary mixtures using the in-
house IFPEN Carnot library based on a vapor-liquid
equilibrium (VLE) calculation coupled with a real-
fluid equation of state (EoS). Such real-fluid thermo-
dynamic modeling is indeed necessary to accurately
model the fuel injection under the transcritical con-
ditions [22, 23] encountered in modern diesel engines.

The proposed RFM model differs from previ-
ous (Σ − Y ) models in the literature in several key
points. For instance, the VLE based tabulated ther-
modynamic closure takes into account the subcrit-
ical phase change and the possible transition to a
supercritical single-phase mixing regime. Besides,
previous models assumed constant fluid properties
or relied on simple EoS to model the liquid and gas
phases. However, the current model is based on real-
fluid EoS to capture the non-linear behavior of the
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fluid properties under high-pressure conditions rele-
vant to diesel injection.

Accordingly, the main objective of the current
work is to validate the RFM model coupled with
the surface density equation for atomization mod-
eling within the LES framework. To this goal, the
cold condition for the Engine Combustion Network
(ECN) Spray A injector [24] is used as a reference for
the proposed model validation. Model assessment
is performed using the valuable ECN database of
different experimental diagnostics, namely fuel dis-
persion and interfacial surface area measurements
by means of X-ray radiography [25] and ultra small
angle X-ray scattering (USAXS) technique [26], re-
spectively. Besides, SMD experimental data [26] are
also used for model validation. LES simulations are
carried out using the CONVERGE CFD solver [27].
The comparison of the LES and experimental results
shows that the RFM model can capture well the fuel
mass distribution in the near nozzle field, but also
the interfacial surface area. Besides, the predicted
SMD from the simulations falls within the experi-
mental data range. The current paper is organized
as follows: Section 2 describes the RFM model, in-
cluding the transport equations and the thermody-
namic tabulation approach. Section 3 presents the
test case setup and then the RFM model validation
against the ECN experimental database. Finally,
Section 4 summarizes the main conclusions along
with the future perspectives.

Real-fluid model (RFM) description

Governing equations

The diffused interface two-phase flow model
adopted in the current study is a four equation
model that is fully compressible and considers multi-
component in both phases under the assumptions
of thermal and mechanical equilibrium. Within the
LES framework, the filtered set of governing equa-
tions (1-4) expresses the conservation of mixture
mass, mixture momentum, mixture internal energy,
and species mass fraction, respectively.

∂ρ̄

∂t
+
∂ρ̄ũi
∂xi

= 0 (1)

∂ρ̄ũi
∂t

+
∂ρ̄ũiũj
∂xj

= − ∂P̄

∂xi
+

∂

∂xj
(τ̄ij + τ̄sgsij ) (2)

∂ρ̄ẽ

∂t
+
∂ρ̄ũj ẽ

∂xj
= − P̄

∂ũj
∂xj

+ (τ̄ij + τ̄sgsij )
∂ũi
∂xj

+

∂

∂xj
(Q̄j + Q̄sgs

j )

(3)

∂ρ̄Ỹk
∂t

+
∂ρ̄ũj Ỹk
∂xj

=
∂

∂xj
(J̄k,j + J̄sgs

k,j ) (4)

where (ρ, ui, P, e) are the mixture’s density, ve-
locity, pressure, and specific internal energy, respec-
tively. The viscous stress tensor (τij) is expressed
as (τij = µ(∂ui/∂xj + ∂uj/∂xi) − 2

3µ(∂uk/∂xkδij),
where (µ) is the dynamic viscosity and δij is the
Kronecker delta. The heat flux (Qj) is defined as
(Qj = λ ∂T

∂xj
+ ρ

∑
kDkhk

∂Yk

∂xj
), where (T ) is the

mixture’s temperature, (λ) is the thermal conduc-
tivity, and (Dk, hk, Yk) are the mass diffusion coeffi-
cient, specific enthalpy, and mass fraction of species
k, respectively. The (λ) and (µ) are computed by
Chung et al. [28] correlations. The species dif-
fusion flux (Jk,j) is defined as (Jk,j = ρDk

∂Yk

∂xj
).

The LES subgrid-scale terms denoted by the super-
script (sgs) in the governing equations are modeled.
The subgrid stress tensor (τsgsij ) is computed simi-
larly to (τij), with the eddy viscosity assumption,
replacing the molecular viscosity with the subgrid-
scale viscosity (µsgs) computed by the Sigma model
[29]. The subgrid species (Jsgs

k,j ) and heat (Qsgs
j )

fluxes are modeled using the gradient assumption,
where the molecular transport coefficients in (Jk,j)
and (Qj) are replaced with the turbulent ones. The
turbulent transport coefficients are modeled by in-
troducing turbulent Schmidt number (Sct = 0.7)
and turbulent Prandtl number (Prt = 0.9). The
turbulent mass diffusion coefficient is computed as
(Dt = µsgs/ρSct) and the turbulent conductivity is
computed as (λt = Cpµsgs/Prt), where (Cp) is the
isobaric heat capacity.

The atomization is modeled by solving a trans-
port equation for the evolution of the interfacial sur-
face area density (Σ) , which is defined as the liquid-
gas interface area per unit volume. The adopted
equation within the LES framework is based on the
proposal by [16], where the total interfacial surface
area density is given by:

Σ = Σmin + Σ
′

(5)

The (Σmin) represents the minimum surface density
that can be found for a given value of the resolved
liquid volume fraction, whereas (Σ

′
) stands for the

subgrid level surface density. The (Σmin) is com-
puted following [16] as:

Σmin =
2.4

∆LES

√
ᾱl(1 − ᾱl) (6)

where (ᾱl) is the resolved liquid volume fraction
and (∆LES) is the filter length scale, which is esti-

mated from the cell volume (Vc) as (∆LES = V
−1/3
c ).

To close Eq. 5, the subgrid surface density (Σ
′
) is

transported as follows:
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∂Σ
′

∂t
+
∂ũiΣ

′

∂xi
=

∂

∂xj

(
DΣ

∂Σ
′

∂xj

)
+

Σ

τΣ

(
1 − Σ

Σeq

)
(7)

On the RHS of Eq. 7, the first term represents
the turbulent diffusion flux modeled using a gradi-
ent law closure, where the diffusion coefficient (DΣ)
is computed as (DΣ = µsgs/ρSct). The second term
on the RHS of Eq. 7 represents the surface pro-
duction/destruction, due to turbulent flow stretch-
ing and coalescence effects, which is modeled in a
restoration to equilibrium form [10, 30], where (Σeq)
is an equilibrium surface area density that should
be reached within a characteristic time scale (τΣ).
The (τΣ) is related to the turbulent time scale (τt)
as (1/τΣ = CΣ/τt).

The (Σeq) is evaluated as (Σeq = Σmin + Σ
′

eq),

where (Σ
′

eq) is computed as function of a critical
Weber number (Wec) [31] as:

Σ
′

eq = 4
0.5(ρl + ρg)ᾱl(1 − ᾱl)ksgs

σWec

where (ksgs) is the subgrid scale turbulent
kinetic energy, (σ) is the surface tension coef-
ficient computed by the Macleod-Sugden corre-
lation [32] for the considered binary system of
(n−dodecane/nitrogen), and (ρl, ρg) are the densi-
ties of the liquid and gas phases, respectively. The
two model constants (CΣ,Wec) are set by compari-
son with the USAXS experimental measurements of
the projected interfacial surface area.

A length scale (l32) can be defined for the liquid
structures from (Σ) and (αl) as (l32 = 6αl(1−αl)/Σ)
following [19]. This length scale definition considers
on the one hand, the case of monodispersed spray
of spherical droplets (SMD = 6αl/Σ) and on the
other hand, the case of bubbly flow with very small
liquid volume fraction (SMD = 6(1 − αl)/Σ).

Novelty of the RFM model

It is worth noting that the current RFM model
differs from previously proposed (Σ − Y ) or ELSA
models in several points. In the current model, the
overall liquid volume/mass fraction is not directly
transported, but the liquid volume fraction (αl) is
computed as αl = αl(T, P, Yk, k = 1, ..., Ns−1,where
Ns is the total number of species) from the thermo-
dynamic table, which is based on the VLE calcula-
tion. Accordingly, the phase change effect on the
surface density is implicitly considered through the
terms (Σmin) and (Σeq), which are dependent on
(αl). In addition, previous models have used simple
EoS to compute the liquid and gas phases thermo-

dynamic and transport properties or even assumed
constant properties. On the contrary, the current
model is based on real fluid EoS that can capture
the non-linearity of fluid properties under high pres-
sure conditions relevant to diesel injection.

Tabulated thermodynamic closure

The fully compressible multi-component two-
phase flow system, Eqs. (1-4) is closed by a tabu-
lated real-fluid EoS adopting a local thermodynamic
equilibrium hypothesis, which ensure its mathemati-
cal hyperbolicity. To consider the phase change phe-
nomenon, the EoS is not sufficient, but a VLE cal-
culation is also included in the RFM model. The
current work proposes a pre-tabulation approach,
where before the CFD simulation, a uniform ther-
modynamic table is generated for binary or ternary
mixtures using the IFPEN-Carnot thermodynamic
library. The thermodynamic library performs the
VLE calculation using a robust isothermal-isobaric
(TP) flash [33] coupled to a real-fluid EoS. The tabu-
lated properties include the thermodynamic equilib-
rium density, internal energy, fluid-phase state and
composition, and necessary thermodynamic deriva-
tives as heat capacity, sound speed, and transport
properties. The thermodynamic table axes are the
temperature (T ), pressure (P ) and species mass frac-
tion (Yk, k = 1, ..., Ns − 1, where Ns is the to-
tal number of species). The RFM tabulation ap-
proach can be used to simulate binary [20, 34], and
ternary [21] mixtures. During the simulation, the re-
quired tabulated quantities are interpolated as func-
tion of (T, P, Yk) using the Inverse Distance Weight-
ing method (IDW) [35]. The thermodynamic table
is coupled with CONVERGE CFD solver [27] as de-
tailed in [20, 21, 34]. The thermodynamic table is
used during the simulation for two main tasks as
follow:

• Properties look-up: compute the thermody-
namic and transport properties, the phase
state and composition based on (T, P, Yk, k =
1, .., Ns − 1) obtained from the flow solver.

• Temperature reverse look-up: compute the tem-
perature (T ) from (e, P, Yk, k = 1, .., Ns − 1)
provided by the flow solver.

The tabulated thermodynamic closure is achieved
using the Peng-Robinson (PR) [36] EoS for the (n-
dodecane/nitrogen) binary system involved in the
ECN spray A simulation. Volume translation [37]
has been used to improve the accuracy of the liquid
phase density predicted by the cubic PR EoS.
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Results and discussion

The current study is based on the cold condi-
tion ECN spray A test case, where liquid n-dodecane
(C12H26) is injected into gaseous nitrogen (N2) at
the conditions listed in Table 1. The test case setup
is described in the next section, followed by the
RFM-LES results comparison against the ECN ex-
perimental data.

Fuel n-dodecane
Injection pressure (MPa) 150
Injection temperature (K) 343
Ambient temperature (K) 303
Ambient pressure (MPa) 2
Ambient density (kg/m3) 22.8

Ambient composition Pure N2

Table 1: Injection and ambient conditions of ECN
spray A cold condition

Numerical setup

The employed numerical setup comprises a rect-
angular chamber, which is 20 mm in the stream-wise
direction and 10 mm in the lateral directions. The
nozzle outlet diameter is 0.0894 mm corresponding
to spray A injector serial #210675 [38]. The grid
structure is depicted in Fig. 1, where the base grid
size is 400 µm located at the outer edge of the do-
main, while several mesh refinement levels have been
employed to achieve a minimum cell size of v 6 µm
Thus, the nozzle outlet diameter is discretized with
about 15 cells.

Figure 1: Computational domain with the grid
structure at the central cut section. The insert shows
a zoom of the refined mesh in the near-nozzle exit
region.

First, a grid convergence study has been per-
formed by further increasing the grid refinement lev-
els in the different mesh embedding regions, result-
ing in three grids with a total mesh count of 3 M

(Grid 1), 16 M (Grid 2), and 21 M (Grid 3) cells,
respectively. The injection conditions are applied at
the domain inlet (nozzle outlet) by an inlet boundary
condition (BC), based on a time-dependent mass-
flow rate profile obtained from CMT [39], which al-
lows to partially reproduce the in-nozzle flow and
the needle motion effects [13, 40]. Thus, the injector
internal flow was not simulated. Besides, a synthetic
turbulence generator has been used to superimpose
turbulent fluctuations over the inflow velocity profile
following the method by [41]. According to [18], the
turbulent intensity (I) ranges between 3% to 5% for
the cold spray A case, with (I = 3%) showing the
best match of the fuel dispersion with the experi-
ments. Thus, (I = 3%) has been adopted in the
current study and the minimum length-scale of the
imposed fluctuations was taken as twice the mini-
mum cell size. A no-slip boundary condition is ap-
plied at the wall around the nozzle outlet (on left side
of the chamber). All the rest of the domain bound-
aries are outlets with a pressure boundary condition
of 2 MPa. LES simulations are carried out using
the RFM model described above. The numerical
solution of the transport equations is based on a
modified Pressure Implicit with Splitting of Oper-
ator (PISO) algorithm [42] for the pressure-velocity
coupling. The spatial discretization is second-order
accurate using a central difference scheme. The time
integration is achieved by a second-order Crank-
Nicolson scheme for the momentum equation and
a first-order implicit Euler scheme for the rest of the
equations. The time step is around 2-3 ns and ad-
justed automatically based on a maximum acoustic
Courant number of 0.5.

Spray dispersion

The RFM model predictions of the spray dis-
persion is validated using the ECN experimental
data [43], which include the Projected Mass Density
(PMD) [25], Transverse Integrated Mass (TIM) [44],
and Liquid Volume Fraction (LVF) [45]. The LES
results are time-averaged between 0.4 and 1 ms after
the start of injection (i.e. during the quasi-steady
period) to be compared with the experiments. A
first validation is performed using the PMD, which
represents a path length-integrated measure of the
fuel density along the X-ray beam path through the
spray. Line of sight integration of the simulation re-
sults of the fuel density is carried out and compared
with the experimental results as shown in Fig. 2. It
can be seen that a qualitatively good agreement is
achieved between the simulation and the experiment
for the fuel dispersion in the near nozzle region (first
6 mm).
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(a) ECN X-ray

(b) LES-Grid 2

Figure 2: Projected mass density (µg/mm2) distributions.
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Figure 3: Projected mass density radial profiles at axial distances of 0.1 mm, 2 mm, and 6 mm from the
nozzle exit.

In addition, for more quantitative validation,
the projected mass density radial profiles are com-
pared at three different axial positions (x = 0.1, 2,
6 mm) from the nozzle outlet as depicted in Fig. 3.
Overall, the model results of the PMD radial distri-
butions show a good agreement with the experimen-
tal data at the different axial positions, especially
when the grid 2 and 3 are employed. Indeed, it can
be seen the grid impact on the obtained results, espe-
cially at (x=6 mm), where the predicted PMD tends
to better match the experimental one as the mesh is
further refined. A grid independent solution can be
achieved with grid 2, which has been used for further
calculations.

Another useful quantity is the TIM, which is ob-

tained from the integral of the projected mass den-
sity across the transverse position at a particular ax-
ial location. A comparison between the TIM distri-
bution between the simulation and the experimental
data is shown in Fig. 4. The simulation result fairly
agrees with the experimental data in the first 5 mm.
Then the predicted TIM tends to be overestimated
as the axial distance increases, indicating that the
fuel radial distribution is not accurately captured.

In addition to the PMD and the TIM, the LVF
is used for validation. The experimental LVF is ob-
tained by a tomographic reconstruction [45] of the
X-ray radiography data. A comparison between the
simulation LVF profile along the spray axis and re-
constructed LVF is shown in Fig. 5. It is worth
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Figure 4: Numerical and experimental transverse in-
tegrated mass (TIM) along the spray axis.

noting that the experimental profile is only available
in the first 12 mm. The comparison shows that the
simulation result match with great accuracy the ex-
perimental profile, reproducing the intact liquid core
(LV F > 0.9) and the LVF decay along the spray
center-line. It also shows that the model can capture
well the fuel dispersion from the dense near-nozzle
region to more diluted zones of the spray.

The performed assessment based on the PMD,
TIM, and LVF data shows that the RFM model can
capture well the fuel dispersion with sufficient accu-
racy under the considered conditions.
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Figure 5: Computed and measured liquid volume
fraction (LVF) along the spray axis.

Spray atomization

Atomization modeling assessment is carried out
in the current section using the USAXS measure-
ments of the projected interface surface area den-
sity [15, 26] and SMD experimental data [26]. It is
worth recalling the surface density equation includes
two modeling constants (CΣ,Wec) that need to be
calibrated against DNS or experimental data. The
USAXS experimental data are used in the current
work to fix the two model constants. The constant
(CΣ) is set to 1, as it has been shown in previous
studies [18, 15], that a value in the vicinity of one
is sufficient to match the experimental data. Be-
sides, the critical Weber number (Wec) is set to 1.5,
which is the value proposed by [46] based on two-
phase DNS studies. Accordingly, the two model con-
stants (CΣ = 1,Wec = 1.5) are used and assessed
against the USAXS experimental data. The USAXS
measurements represent the projected surface area
density along the spray centerline. Thus, the time-
averaged numerical surface area density is integrated
along the spray depth to be compared with the ex-
periments. The comparison of the numerical and ex-
perimental projected surface area density is depicted
in Fig. 6.
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Figure 6: Computed and measured projected surface
area along the spray axis.

Overall, the experimental surface area density is
well reproduced by the model with the two constants
(CΣ = 1,Wec = 1.5). Although, some mismatches
can be observed, however the experimental surface
density profile peak and decay along the spray cen-
terline is fairly recovered by the model. Further
decreasing the mismatches between the numerical
and experimental projected surface density could be
achieved by tuning (CΣ,Wec).
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Simulation results are also compared with avail-
able SMD measurements that are obtained by com-
bining the X-ray radiography and the USAXS mea-
surements [26]. A quantitative comparison of SMD
radial profiles at different axial positions from the
time averaged LES results and the experimental
data is depicted in Fig. 7.
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Figure 7: Computed and measured SMD radial pro-
files at axial distances of 4 mm, 6 mm, and 8 mm
from the nozzle exit.

It can be seen the drop size from simulations fall
into the same range of the experimental data. Be-
sides, the simulation results tends to match better
the experimental data at longer axial distance from
the nozzle exit, where the intact liquid core van-
ishes and the spray is more diluted, for instance at
(x = 8 mm). It is also worth noting that the average
droplet size is quite small (less than 3 µm), which
could justify that coupling with the Lagrangian ap-
proach was not considered in the current study.

Conclusion

In this paper, fuel dispersion and atomization
in diesel-like operating conditions have been investi-
gated using the real-fluid model (RFM) [20, 21]. In
the current study, the RFM model is supplemented
with a surface density transport equation for atom-
ization modeling within the LES framework. The
cold condition of the ECN spray A injector is taken
as a reference for model validation taking advantage
of the available ECN experimental database. Com-
paring the LES simulations results with the different
experimental data, including PMD, TIM, and LVF
has shown a good agreement, which indicates that
the RFM model can accurately capture the fuel dis-
persion under the considered conditions.

In addition, the atomization model assessment
is carried out by comparing the model results against
the experimental projected surface area density
along the spray centerline and the SMD radial pro-

files. The obtained results show that the RFM
model coupled with the surface density equation can
reproduce the experimental projected surface den-
sity along the spray axis with sufficient accuracy.
Besides, further comparison with the SMD mea-
surements has demonstrated that the model predic-
tion for the SMD falls within the experimental data
range.

Overall, it can be concluded that the proposed
RFM model coupled with the surface density model
can accurately predict the fuel dispersion and pri-
mary atomization under the considered conditions.

Although it has been shown that the spray can
be accurately modeled, however coupling with the
internal injector flow is indeed an essential step to be
done, especially for cavitating fuel injectors, where
the cavitation development has a significant effect
on the subsequent fuel dispersion and atomization.
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