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Abstract

In this work, 3D simulations of oil jets impinging on a flat, heated wall

are presented. The numerical setup uses the Volume of Fluid (VoF) method

to model the two-phase flow. A careful grid definition across the liquid film,

along with the use of the Conjugate Heat Transfer (CHT) approach allowed

local heat transfer to be solved with fine resolution at the wall. Variations of

liquid flow rate, liquid temperature and surface temperature allow to cover

a wide range of local Reynolds and Prandtl numbers (226 < Re < 2850,

77 < Pr < 161). Resulting surface-averaged heat transfer compares very

well with experimental measurements conducted in a previous study. In-

depth analysis of the flow has identified expected features from the literature.

In particular, the impact of jet axial velocity profiles on the heat transfer

distribution in the stagnation zone was clearly stated. The increase in heat

transfer when warming the liquid film was also reproduced and explained by

a decrease in oil viscosity and an increase in film velocity. All those effects
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were taken into account in correlations for stagnation and local values of

Nusselt number. A grid sensitivity study was also conducted, showing that

if the grid solving the thermal boundary layer in the stagnation zone can be

coarsened without impacting local and surface-averaged predictions of heat

transfer, a minimum resolution (2 to 3 cells) within the thermal boundary

layer is however required for an accurate prediction of heat transfer.

Keywords: conjugate heat transfer, volume of fluid, high Prandtl number,

liquid jet impingement, electric machine cooling

Nomenclature

f̄ surface average of variable f , f̄ = 1
A

∫
A
fdA

ṁ mass flow rate [kg · s−1]

q̇ heat flux [W ·m−2]

v̇ volumetric flow rate [l ·min−1]

A target surface area, A = πR2

B Dimensionless radial velocity gradient

cp heat capacity [J · kg−1K−1]

D target diameter [m]

d nozzle orifice diameter [m]

d1 distance between the two thermocouples embedded in the target [m]

d2 distance between the cooled surface and the upper thermocouple [m]

f(r, z) radial profile of variable f , f(r, z) = 1
2π

∫ 2π

0
f(r, θ, z)dθ
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H distance nozzle exit to wall [m]

h heat transfer coefficient [W ·m−2 ·K−1]

Hfilm film thickness [m]

k thermal conductivity [W ·m−1 ·K−1]

l nozzle length [m]

Nu Nusselt number

Nu0 Nusselt number in the stagnation zone

Pr Prandtl number

q heat transfer rate, q =
∫
A
q̇dA [J · s−1]

R target radius [m]

r, θ, z cylindrical coordinates, r =
√
x2 + y2

r1 radial extension of the stagnation zone [m]

r2 radial extension of the boundary layer zone [m]

Re Reynolds number

Tf nozzle inlet fluid temperature [K]

Ts average surface temperature [K]

Taw Adiabatic wall temperature [K]

uf liquid jet bulk velocity [m · s−1]

ur radial velocity [m · s−1]

x, y, z cartesian coordinates

Greek symbols
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∆ cell size [m]

δ hydrodynamic boundary layer thickness [m], ur(r, δ(r)) = 0.99 maxz ur(r, z)

δt thermal boundary layer thickness [m], T (r, δt(r)) = Ts(r) + 0.99(Tf −

Ts(r))

∆x,∆y,∆z cell size in the directions x, y, z [m]

µ dynamic viscosity [N · s ·m−2]

ν kinematic viscosity [m2 · s−1]

ρ density [kg ·m−3]

σ surface tension [N ·m−1]

Subscripts

f fluid

j jet

s surface

1. Introduction

Thermal management is crucial for electric machines. Increasing power

density while ensuring the integrity of components such as magnets and wind-

ings, which can be irreversibly degraded by excessive temperature increase,

encourages the use of various strategies for their effective cooling. Those

solutions can be passive (via the design and the choice of materials, like lam-

inated steel foils to reduce magnetic losses) or active (forced convection by

air or water jacket). They can be combined with direct oil cooling of ac-

tive components (such as end-windings, slot-windings and/or rotor) by jet,
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spray or dripping, creating a cooling liquid film. This approach, allowing

high heat flux removal, is considered today as promising [1, 2, 3]. How-

ever, direct cooling with oil requires finding a compromise between cooling

efficiency, powertrain integration and cost. There is a clear need for ex-

perimental and numerical studies to provide further understanding of the

complex phenomena at stake and validate methods for prediction of cooling

performance in electric machines. Numerically, modeling direct oil cooling of

electric machines remains challenging: the liquid phase is destabilized by a

crossflow of air due to rotor movement and interacts with a complex surface

(traditional or hairpin windings) by splashing or forming films, all this in a

multi-scale context. Correctly predicting heat transfer requires accounting

for all these aspects. High-fidelity approach such as Volume of Fluid (VoF)

in 3D Computational Fluid Dynamics (CFD) represents an interesting tool

for its ability to model complex, unsteady two-phase flows along with heat

transfer characterization. In this context, the present study focuses on oil jet

cooling, a reliable and easy-to-implement technique, with lower pump losses

compared to spray cooling. There is a wide literature regarding free-surface

liquid jet impingement, with experimental studies [4, 5, 6, 7, 8, 9], theoreti-

cal analysis [10, 11, 12, 13, 14, 15] or simulations [16, 17, 18]. Those studies

described the particular flow structure of laminar or turbulent impinging jets

and characterized local heat transfer (notably the dependency in Reynolds

(Re) and Prandtl numbers (Pr)) and investigated various effects, like the

nozzle geometry or the nozzle-to-wall distance. However, most of those stud-

ies considered fluids with relatively low Pr, while with oil as the cooling fluid,

Prandtl number can exceed 300, depending on the temperature. A few ex-
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perimental studies focused on high Prandtl number liquid jets, characterizing

surface-averaged heat transfer [19, 20, 21] or local heat transfer [22, 23, 24].

To the best of our knowledge, numerical studies of impinging jets for high Pr

fluids are very limited [25, 26] and tend to validate their numerical approach

on low Pr cases, by a comparison to correlations from the literature.

The objective of the present study is to perform and validate fully resolved

3D simulations of Automatic Transmission Fluid (ATF) jet impinging on

a heated flat plate, using the VoF method for an accurate modeling of the

two-phase flow, and the Conjugate Heat Transfer (CHT) approach to predict

heat transfer at the wall. Particular attention was paid to the grid defini-

tion in the film, in order to resolve the thermal boundary layer, which is

especially thin due to the high Prandtl numbers. The operating conditions

are those of the experiments performed in [21], which characterized surface-

averaged heat transfer for a wide range of Reynolds and Prandtl numbers,

as well as a variation of surface temperature. This particular experimental

setup offers the advantage of having a limited radial extension of the heated

solid: the computational domain remains small, which keeps the computa-

tional cost small as well, and allows a wide range of effects to be numerically

evaluated and studied (liquid flow rate, liquid jet temperature and surface

heat flux). After a description of the experimental and numerical setups, the

surface-averaged Nusselt numbers obtained numerically and experimentally

are compared. Then, a detailed analysis of the jet and flow along the im-

pinged wall is presented, comparing numerical results with the knowledge in

the literature. Heat transfer is also characterized, and Nusselt number corre-

lations are derived with the only objective to further validate the numerical
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model (the short radial domain limits their application). Finally, with the

objective to adapt this numerical approach to future simulations of cooling

of a full-scale electric machine, for which grid cell size will be critical, a grid

sensitivity study is performed to evaluate the impact of the grid resolution

within the liquid film on the local and average heat transfer.

2. Experimental setup

The experimental setup is illustrated in Fig. 1 and fully detailed in [21].

An orifice nozzle of diameter d = 2.06mm is positioned perpendicularly

to a heated target assembly, at a fixed distance H = 10mm. The liquid

volumetric flow rate v̇ and liquid temperature at the nozzle inlet Tf can be

finely controlled and measured. The target assembly is a cylinder of diameter

D = 12.7mm, made of oxygen-free copper. A resistance heater is installed

on the bottom, delivering a heat flux q̇, and a housing ensures a thermal

insulation on the sides. Two K-type thermo-couples, denoted TC1 and TC2,

are embedded at different heights in the target (see Fig.1b). Due to the high

thermal conductivity k of the copper target and the low conductivity of the

housing, one-dimensional heat transfer within the target can be assumed. In

steady-state conditions, heat flux q̇ can be calculated as:

q̇ = −kTTC1 − TTC2

d1
(1)

and

q̇ = −kTs − TTC1

d2
(2)
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where Ts is the target surface temperature. From the above equations, the

later can be expressed as:

Ts = TTC1 + (TTC1 − TTC2)
d2
d1

(3)

Then, the surface-averaged heat transfer coefficient h̄ is calculated as follows:

h̄ =
q̇

Ts − Tf
= k

TTC2 − TTC1

d1(TTC1 − TTf )− d2TTC2 − TTC1

(4)

Measurements were performed for various fluid temperatures Tf , flow rate

v̇ and target surface temperature Ts (via a control of the resistance heater,

varying the heat flux q̇). For the simulation, a subset of these variations

was considered (20 cases in total), described in Table 1. Impinging jets are

usually characterized by their Reynolds number (Re), based on the jet bulk

velocity uf and the nozzle diameter d. Here, the bulk velocity is estimated

from the fluid mass flow rate ṁ:

Re =
ufd

νf
=

4ṁ

πµfd
(5)

The Prandtl number, the ratio of momentum diffusivity to thermal diffusiv-

ity, is defined as follows:

Pr =
cp,fµf
kf

(6)

where cp,f and kf are the heat capacity and the thermal conductivity, respec-

tively, of the liquid. As liquid properties, and in particular the viscosity, vary

strongly with temperature, both Reynolds and Prandtl numbers are evalu-

ated at the local film temperature (Tf + Ts)/2 (considering Ts uniform over

the target). To facilitate the comparison to other studies, a jet Reynolds

number Rej is also considered, following the same definition as Eq. 5, but
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evaluating the viscosity at T = Tf . Considering the parametric variations

listed in Table 1, Re ranges between 226 and 2850, and Pr between 77 and

161. The jet Reynolds number Rej does not exceed 2000.

3. Numerical setup

3.1. Computational domain

One of the objectives of the present study is to validate a CHT approach

for future simulations of liquid cooling of electric machines. Consequently,

even if the surface temperature Ts of the solid target can reasonably be

assumed uniform, the target was nonetheless included in the computational

domain to solve the CHT problem. The computational domain is represented

in Fig. 2, with the upper, fluid part (with ambient air, cooling liquid jet and

the subsequent film) and the lower, solid part (the heated target assembly).

It extends radially up to r = R, the target radius. The fluid domain includes

the nozzle of l = 3mm length. The nozzle exit is located at a distance H

from the impinged wall. A uniform mass flow rate ṁ of liquid is imposed

at the nozzle inlet, and a no-slip, adiabatic boundary condition is imposed

on the nozzle wall. An outlet boundary condition is imposed at r = R.

The interface between fluid and solid domains is represented in dark grey.

A no-slip condition is imposed on the fluid side. The target assembly itself

is modelled by a pure copper solid and is heated by a uniform heat flux q̇

imposed at the bottom. An adiabatic condition is imposed on the side. For

reference, the location of the two thermo-couples used in the experiments are

noted in Fig. 2. The jet impinging point is located at (x, y, z) = (0, 0, 0). As

the jet impinges at the center of the target, only a quarter of the geometry
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was computed, with symmetric boundary conditions applied to the x and y

directions.

The properties of the liquid and solid are listed in Table 2. Viscosity, heat

capacity and thermal conductivity were provided by the ATF manufacturer1.

The surface tension was estimated from a typical ATF [27]. Solid properties

are those of pure copper.

3.2. Grid definition

The grid imposed in both fluid and solid computational domains is shown

in Fig. 2. A fixed grid of cell size 62.5µm is imposed in the nozzle and in

the liquid jet region (including the interface liquid/air). In the nozzle, 6

layers of refined cells (31µm) are imposed along the wall, with a first cell

height of 10µm, to ensure the resolution of the viscous boundary layer. After

impingement, the film region and the interface liquid/air is captured by a

boundary-layer grid, with ∆x = ∆y = 100µm, a minimum cell height at

the wall ∆z,min = 3µm and an expansion ratio of 1.04. This grid allows

an excellent resolution of both viscous and thermal boundary layers for all

cases simulated, and in particular of the most restrictive region in terms of

grid resolution: the stagnation zone. In this region, the thermal boundary

layer thickness δt,stagn is minimal. An analytical approach in [28] correlates

the viscous boundary layer thickness in the stagnation zone δstagn with the

nozzle diameter d and Re:

δstagn ∼ dRe−1/2 (7)

1Ford Motor Company
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Assuming δt ∼ δ
Pr1/3

yields

δt,stagn ∼ dRe−1/2Pr−1/3 (8)

According to this formula, the most critical case (with the smallest δt,stagn)

among the simulated variations corresponds to the case with the highest

Reynolds number Re = 2850 (Tf = 363K, Ts = 393K, v̇ = 1.5 l.min−1,

Pr = 77). This point was simulated first, and showed excellent predic-

tions of heat transfer coefficient compared to the measurement, with an er-

ror of only 3% (within the experimental uncertainty), thus conforming the

choice of the grid definition. For further validation, a sensitivity study on the

boundary-layer grid, presented in Sec. 7, highlights how the grid resolution of

the stagnation zone affects the average heat transfer over the entire surface.

In the solid domain, the base cell size for the grid is ∆ = 0.5mm. Along

the interface with the fluid domain (where non-unidirectional effects are ex-

pected), a finer grid is imposed, with a minimum cell size ∆z = 13.75µm

at the interface, to limit interpolation error in the conjugated heat transfer

resolution. The total number of cells is 350,000 for the fluid domain, and

90,000 for the solid domain.

3.3. Numerical methods

The two-phase flow is modelled by the VoF approach [29]. Both phases

are considered incompressible and share a mass, momentum and energy equa-

tion. In particular, the momentum equation accounts for the gravitational

acceleration and the surface tension effects:

ρ

[
∂ui
∂t

+
∂(ujui)

∂xj

]
= − ∂p

∂xi
+

∂

∂xj

[
µ

(
∂ui
∂xj

+
∂uj
∂xi

)]
+ ρgi + σκni (9)
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where g is the gravitational acceleration, σ the surface tension of the liquid,

κ the curvature and n the unit normal. In addition to the mass, momentum

and energy, the volume fraction α is also transported to describe the evolution

of the free surface in time:

∂α

∂t
+ uj

∂α

∂xj
= 0 (10)

The value of α indicates the presence (α = 1) or absence (α = 0) of gas

in the control volume. Finally, the following constitutive relations between

material properties are considered:

ρ = ρ1α + ρ2(1− α) (11)

µ = µ1α + µ2(1− α) (12)

where indices 1 and 2 represent the air and liquid properties, respectively.

Equations 9-12 are solved in the finite-volume CFD code CONVERGE (v3.0.21).

Considering the low values of Reynolds number encountered, no turbulence

model was used. A pressure-based PISO algorithm (with a tolerance fixed at

10−5) is applied, and pressure, momentum and energy terms are discretized

with a second-order upwind scheme. To discretize the convective term in

the transport equation of α (Eq. 10), the High-Resolution Interface Captur-

ing (HRIC) scheme is used [30]. Finally, as experimental heat transfer are

characterized in steady-state condition, the steady-state solver is applied to

limit computational time. A pseudo time-step is used, determined by the

maximum convection CFL number, fixed at 1.5 for all cases.

All cases are solved as CHT simulations: at every time step of the fluid

simulation, conduction is solved in the solid domain and thermal continuity
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is imposed across the fluid/solid interface (continuity in heat flux and tem-

perature). Typical time scales of thermal evolution in solids are much larger

than fluid time scales, which can increase dramatically the simulation time.

To accelerate the simulation, every 100 iterations, the fluid solver is paused,

and only conduction in the solid is solved. At this point, the fluid/solid ther-

mal coupling is replaced by a convective boundary condition, derived from

the average of the last 100 iterations. After the convergence of the solid

temperature, the CHT simulation is resumed.

3.4. Convergence of simulations

The flow aerodynamics converges rapidly, with a relative error between

the inlet and outlet mass flow less than 0.005%. The thermal convergence,

however, is longer to establish, as illustrated in Fig. 3 for the case Tf = 343K,

Ts = 363K and v̇ = 1.5 l.min−1. Figure 3a shows that nearly 400,000

iterations are necessary for the total heat dissipation computed at the target

surface qs to converge towards the value q imposed at the bottom of the

target. We consider the simulation to be converged when | qs − q | /q is

less than 0.2%. This criteria ensures a reasonably converged average surface

temperature Ts, as illustrated in Fig. 3b. The resulting return time is about

15 hours per case, on 2 nodes (4 CPUs Intel Skylake G-6140, 72 cores).

4. Comparison of the averaged heat transfer coefficients with ex-

periments

In the cases considered, the jet velocity is low enough for the viscous dissi-

pation to be negligible (see Appendix A). The local heat transfer coefficient
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obtained by simulation is defined as

h(r) =
q̇(r)

Ts(r)− Tf
(13)

In the literature, heat transfer is mainly expressed using the dimensionless

Nusselt number, Nu:

Nu(r) =
h(r)d

kf
(14)

The Nusselt number averaged over the target surface is then written

Nu =
q̇d

kf (Ts − Tf )
(15)

As the simulated surface temperature is almost uniform (with Ts,max −

Ts,min less than 1K), Ts is denoted Ts in the rest of this manuscript, for the

sake of simplicity. Figure 4 shows the comparison between experimental and

simulated average Nusselt number Nu. The CFD model compares very well

to the measurements, with most of the numerical results being within the

uncertainty range of the experimental values. This good agreement over the

entire range of Re and Pr considered validates the numerical approach.

5. Physical analysis of high Prandtl, laminar jet impingement flow

5.1. Flow regions analysis

A free liquid jet impinging on a flat wall evolves into distinctive regions

which have been identified and described analytically [10, 12, 28, 15] or ex-

perimentally [7, 31] in previous publications. For the case of laminar flows

and Pr >> 1, a particular flow development can be observed [13, 15], leading

to several zones, as illustrated in Fig. 5:
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• Region 1. The stagnation zone, of radial dimension r1 (studies found

r1 to be ranging from d/2 [12] to d [15]). It is characterized by an ex-

tremely thin thermal boundary layer δt, resulting in large heat transfer.

• Region 2. Boundary layer (δ < Hfilm): a boundary layer type of flow

develops along the wall. The velocity outside the viscous boundary

layer δ remains close to uf . This region was analytically found to

extend up to r2 = 0.1773Re1/3d [13, 15], where the viscous boundary

layer δ becomes as thick as the whole liquid film.

• Region 3. Viscous similarity region (δ = Hfilm and δt < Hfilm): the

film thickness is viscous over its entire height, affecting the growth

of the thermal boundary layer δt. For high Pr, δt will not reach the

thickness of the liquid film before the hydraulic jump.

• Region 4. Hydraulic jump: the liquid film thickness increases abruptly,

leading to a decrease in velocity and subsequently a deterioration of

heat transfer. This complex phenomenon has been the object of dedi-

cated studies [31, 32].

To illustrate this particular flow development for the present simulations,

two cases are considered: Re = 290 and Re = 1690 (for Pr = 127). These

cases correspond to v̇ = 0.25 and 1.5 l.min−1 for Tf = 343K, T targets = 363K.

Figure 6 shows for those two simulations the radial profiles of Nusselt number

and the liquid/air interface along with the radial profiles of the viscous and

thermal boundary layers, δ and δt respectively. For both cases, the first three

regions are clearly noticeable. The stagnation zone, where heat transfer is

maximum, extends up to r1 ≈ 0.6d. Both boundary layer profiles appear
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quasi-constant in this region. The boundary layer regions extends up to r2 =

0.1773Re1/3d (in agreement with the literature), where the viscous boundary

layer δ reaches the film thickness. In region 3, the thermal boundary layer

δt keeps growing but, as predicted the layer never reaches the film thickness.

The radial extension of the computational domain is too short to observe the

hydraulic jump, even for the case with the lowest Re number.

Regarding heat transfer, it can be noticed in Fig. 6 that when Re in-

creases, δ (hence δt) decreases, leading to an increase in Nu. The radial

decrease in heat transfer is directly related to the growth of thermal bound-

ary layer. Concerning the heat transfer in the stagnation zone, the radial

profiles of Nu are not constant in this area, unlike what is suggested by

classical stagnation-point flow solution [28], and differ with the Reynolds

number. This particular aspect is further investigated in Sec. 6.

5.2. Impact of the surface temperature on heat transfer

Both experimental and simulation results show that an increase in surface

temperature enhances heat transfer. To illustrate this effect, two cases with

different surface temperatures are considered: T targets = 363 and 393K, with

Tf = 343K and v̇ = 0.5 l.min−1. The values of Reynolds and Prandtl

numbers are (Re = 568, Pr = 127) and (Re = 788, Pr = 93), respectively.

An increase in surface temperature leads to a higher film temperature. For

the present cases, the average film temperature (Tf + T targets )/2 increases

from 353 to 368K. This leads to a drop in dynamic viscosity by 35% (a

strongly temperature-dependent property, as already noticed in [21]), as well

as an increase in film velocity (confirmed by the lower film thickness for

T targets = 393K in Fig. 7a). These two effects increase the local Reynolds
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number, leading to smaller boundary layer thicknesses δ and subsequently

δt (as illustrated in Fig. 7a), despite the lower value of Pr. On average,

δt decreases by 15%, which is consistent with the increase in Nu depicted

in Fig. 7b. The predominant effect of the local Reynolds number over the

Prandtl number on the heat transfer illustrated in this example agrees with

classic correlations of Nusselt number, as shown in next sections.

5.3. Non-assessed effects

Two additional effects reported in the literature were not assessed in the

present cases: the nozzle-to-wall distance H and the nozzle diameter d. As

summarized in [24], the nozzle-to-wall distance was found experimentally to

have a limited and localized impact on heat transfer in the stagnation zone

for 1 < H/d < 20 [22]. Within this range, increasing the nozzle-to-wall

distance will tend to favor the diffusion of the jet velocity profile toward

a uniform profile (as illustrated in Fig. 8), reducing heat transfer in the

stagnation zone. For values of H/d lower than 1, simulations by [17] showed

that the film gets thinner, with increasing heat transfer as H/d decreases,

certainly due to a higher local Reynolds number. For the present cases, the

ratio H/d remains equal to 5, which means that a variation in the nozzle-

to-wall distance would not change drastically the conclusion presented here.

Regarding the nozzle diameter d, a number of studies noted that higher

Nusselt numbers are achieved when increasing d [19, 9, 24], more specifically

in the stagnation zone. For ATF liquids, Renon et al. [24] found an almost

linear dependency between d and the stagnation Nusselt number, meaning

that the heat transfer coefficient is actually almost not impacted by a change

in diameter, for fixed values of Rej and Prj. It is assumed that the nozzle
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diameter changes the flow dynamics, but dedicated studies should be carried

out for further comprehension.

6. Characterization of heat transfer

6.1. Impact of the jet axial velocity on heat transfer in the stagnation zone

As mentioned in Sec. 5.1 and illustrated in Fig. 6, heat transfer in the

stagnation zone is non-uniform and depends on the Reynolds number. For the

case Re = 1690 in Fig. 6b, it even displays a peak at r = 0.5d, and decreases

slightly as the stagnation point is approached. This behavior has already

been observed numerically [16, 17] and experimentally [4, 22]. It seems to

be related to the axial velocity profile of the jet before impingement [17].

For the present simulations, the axial velocity profile at the nozzle inlet is

uniform. As the flow progresses through the nozzle, a non-uniform velocity

profile develops, although the nozzle is too short for this profile to be fully

parabolic at the nozzle outlet, even for the cases with the lowest Reynolds

number. When the distance to the wall decreases, the profile of the axial

velocity of the jet tends to flatten under the effect of viscosity, as illustrated

in Fig. 8, for cases Re = 290, 1690 (Pr = 127). For the jet with the

smallest Re, the velocity profile at the nozzle exit is more developed than

for the highest Re. Close to the wall, it is almost uniform, while for case

Re = 1690, a dip in velocity profile occurs at r = 0.4d, causing the peak inNu

observed in Fig. 6b. Supplementary simulations were conducted to illustrate

the effect of uniform and parabolic jet velocity profiles on the Nusselt number

distribution. They are presented in Appendix B.

The characterization of the impact of the jet axial velocity on the heat
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transfer in the stagnation zone has been the object of dedicated studies [33,

34, 14]. The flow within the stagnation zone can be divided into two zones:

an outer region of inviscid flow and an inner viscous boundary layer region.

Theory [34] shows that in the inviscid outer flow, the radial velocity evolves

linearly with r:
uinvisc.r

uf
=
B

2

r

d
(16)

where B is a constant, corresponding to an inviscid stagnation-point velocity

gradient, which depends on the jet characteristics. The presence of the two

zones, as well as the quasi-linear evolution of uinvisc.r is verified in the present

simulations, as illustrated in Fig. 9. It was shown in [34] that for high

values of jet Weber number Wej, B depends only on the jet axial velocity

profile. For a perfectly uniform velocity profile, B tends analytically to 1.831,

while for parabolic velocity profiles, the velocity gradient is nearly 2.5 times

higher, with B = 4.646 obtained analytically in [33] (value supported by

experiments for 0.05 < H/d ≤ 6), leading to increased heat transfer. In the

present simulations, velocity profiles are neither fully uniform nor parabolic,

so neither of these two values for B can apply directly. Instead, the constant

B was computed for each simulation, considering the early stagnation zone,

as shown in Fig. 9b for case Re = 290, Pr = 127. The values of B range

from 2.5 to 3.5, reflecting the various axial velocity profiles observed in the

simulations.

6.2. Correlations for stagnation zone Nusselt number

At a constant nozzle-to-wall distance, correlations of Nusselt number at

the stagnation zone Nu0 are expressed in the following form [33, 34, 28, 14,
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22]:

Nu0 = CRemPrn (17)

where C, m and n are analytically or empirically derived constants, which

depend strongly on the type of liquid or the nozzle geometry. Usually, m is

close to 0.5 for laminar flows and n ≈ 1/3 for high Prandtl numbers [22]. A

similar formulation was analytically derived in [14], in which the square-root

dimensionless velocity gradient
√
B accounts for the effect of arbitrary jet

velocity profiles:

Nu0 = CB1/2RemPrn (18)

In the present simulations, the laminar stagnation zone Nusselt number Nu0

is calculated as the spatial average of the Nusselt number over the stagnation

zone:

Nu0 =
2

r21

∫ r1

0

rNu(r)dr (19)

with r1 = 0.6d. Following the formulation in Eq. 18, and imposing n = 1/3,

a correlation was obtained with a mean deviation of 4.45% (see Table 3) and

plotted in Fig. 10:

Nu0 = 0.586B1/2Re0.53Pr1/3 (20)

A correlation similar to Eq. 17 can also be derived, but with a smaller co-

efficient of determination R2 and considerably larger mean and maximum

deviation (see Table 3):

Nu0 = 1.287Re0.49Pr1/3 (21)

This tends to confirm the relevancy of parameter B to account for the effect

of the jet velocity distribution. In both cases, the value for the parameter m

is very close to 0.5, which is close to experimental results [22, 24].
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6.3. Radial distribution of heat transfer

Despite the limited radial extension of the computational domain (r/d ≤

3), it remains interesting to study the radial distribution of the Nusselt num-

ber over the entire domain. Figure 11a presents five radial profiles of the

Nusselt number, for cases covering the entire range of Re and Pr encoun-

tered in the dataset. As previously discussed in Sec. 5, the maximum heat

transfer occurs in the stagnation region, then decreases with radial distance.

Normalizing the Nusselt number profiles with the stagnation zone Nusselt

number Nu0, as presented in Fig. 11b, allows the data for r/d < 1 to col-

lapse relatively well. Beyond that, the normalized profiles decrease with

Re. This slight dependency on Re has already been noticed in [22], where a

correlation was developed to predict the Nusselt number profiles:

Nu

Nu0
=

(γRe)ζ
r
d

1 + α
(
r
d

)β (22)

where α, β, γ and ζ are constants. For the present simulated database, those

constants were determined by a least-squares approach, for r/d > 0.5 (to

discard the variability of the Nusselt profiles in the stagnation zone due to

the difference in the axial velocity profiles of the jet): α = 1.71, β = 2.30,

γ = 0.99, ζ = 8.7×10−2. With these parameters, Eq. 22 correlates 95% of the

dataset within 10%. The Nusselt number profiles scaled by Nu0(γRe)
ζ(r/d),

presented in Fig. 11c, collapse very well into a single curve, which compares

well to the correlation of Eq. 22. The coefficients differ slightly from those

found in [22, 24] (particularly for γ). This could be related to the limited

radial extension of the domain in the present cases (r/d ≤ 3), compared to

the other studies (r/d ≤ 15 and r/d ≤ 10 respectively). It is worth noting
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that this correlation is only valid for r/d < 3, and should not be extrapolated

to a wider domain.

The radial distributions of Nusselt correlations were compared to a recent

correlation obtained by Renon et al. [24], for the case Tf = 343K, T targets =

363K and v̇ = 1.5 l.min−1 (Re = 1694, Pr = 127). Figure 12 depicts the

radial distributions of the Nusselt number obtained with the CHT simulation

and the correlation of Eqs. 20 and 22: this correlation compares well to the

simulation, with 3.5% of error on the average Nusselt number according to

Table 4 (within the uncertainty of the experiment). The resulting radial

profile of Nu derived from the Renon et al. [24] correlation, in dashed line

in Fig. 12, is lower than that obtained for the CHT simulation (as well as

the present correlation Eqs. 20 and 22) for the stagnation zone, but higher

for r/d > 1, leading to an over-estimation of the average Nusselt number by

almost 13% (see Table 4).

This result was expected, as the correlation in [24] was derived in con-

ditions close to a uniform heat flux imposed at the wall, while the present

cases are close to a uniform wall temperature. For uniform heat flux, the

Nusselt number is higher than for uniform temperature (as shown analyti-

cally in [15]). This effect is reproduced numerically, by running a simulation

with unchanged fluid conditions but imposing a uniform heat flux at the wall

(q̇ = 128 kW/m2) instead of solving the CHT problem. The resulting Nus-

selt number distribution compares better to the correlation by Renon et al.

in Fig. 12, particularly for r/d > 1.5. The Renon et al. correlation now

slightly under-estimates the average Nusselt number of the simulation, by

only 1.4%. The under-estimation of the Nusselt number up to r/d = 1.5 by
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the Renon et al. correlation is accentuated by the increase in Nu obtained

by the simulation with uniform heat flux. If this barely impacts the average

Nusselt number, it could locally lead to different temperature predictions.

This difference could be attributed to different injection conditions, to the

radially limited solid domain in the simulations or to the hypothesis of purely

laminar flow considered for the present study. Further investigations would

be required to fully validate the numerical predictions of heat transfer in the

stagnation zone.

7. Grid sensitivity study

As already mentioned in Sec. 3.2, solving the thermal boundary layer for

flows with high Prandtl numbers requires a fine grid along the wall, increas-

ing dramatically the computational time. For the present simulation, the

size of the computational domain is limited: the computational time associ-

ated to the resolution of the boundary layer remains manageable. However,

simulating direct oil cooling of a representative electric machine would en-

tail larger geometries, for which such a fine grid cannot be considered. In

this context, it is interesting to investigate the sensitivity of heat transfer

predictions to the grid resolution in the liquid film, with the objective to

propose an optimal grid strategy (minimizing computational cost while en-

suring accuracy of heat transfer). A grid sensitivity study was conducted for

the case v̇ = 1.5 l.min−1, Tf = 343K, with two targeted surface tempera-

tures T targets = 363 and 393K, to investigate the effect of a variation of heat

flux. In addition to the reference grid (with ∆z,min = 3µm), 7 other grids

were tested, by varying the first cell size ∆z,min and keeping a fixed expansion
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ratio. The number of cells within δt progressively decreases, as depicted in

Fig. 13a for the case T targets = 363K:

• for ∆z,min = 3, 5 and 10µm: between 1 to 5 cells within δt in the

stagnation zone (and up to 12 cells when increasing r for the finest

resolution);

• for ∆z,min = 20, 30, 40, 60 and 100µm: no cell within δt in the

stagnation zone, and a decreasing resolution of δt in the rest of the

film. For ∆z,min = 60 and 100µm, there is no cell within the entire

radial extend of δt.

To differentiate the resolution of thermal and hydrodynamic boundary layers,

the total number of cells within δ (or the film thickness Hfilm for r/d > 2.1)

is shown in Fig. 13b for the coarser grids (starting from ∆z,min = 20µm).

For the case ∆z,min = 20µm, a minimum resolution of 4 cells within δ in the

stagnation zone, and up to 8 cells within the film thickness as r increases,

ensure a reasonable resolution of the viscous flow. It rapidly degrades for

higher values of ∆z,min. For ∆z,min = 100µm, there is only one cell within

δ for r/d > 1, which suggests an insufficient resolution of the hydrodynamic

flow field. When increasing the surface temperature, δ and δt gets thinner, as

discussed in Sec. 5. However, for an increase in T targets from 363 to 393K, it

was shown in Fig. 7a that the reduction in boundary layer thicknesses is very

limited (less than 10%), thus the resolution of the boundary layers for the

case T targets = 393K can be considered similar as for the case T targets = 363K,

presented in Fig. 13. The impact of the grid refinement on the Nusselt num-

ber distribution is depicted in Fig. 14 for the case T targets = 363K. For
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∆z,min = 5 and 10µm, a slight shift of the profile can be observed compared

to the reference case ∆z,min = 3µm, up to r/d = 0.75 and 1.25 respectively.

From ∆z,min = 20µm, the Nusselt number distribution is no longer cap-

tured in the vicinity of the stagnation zone. As ∆z,min increases, the profiles

are shifted further away, underestimating the heat transfer more and more.

The relative change in surface-averaged Nusselt number and surface temper-

ature compared to the reference grid are shown in Fig. 15a and Fig. 15b,

respectively, for both targeted surface temperatures. As noticed on the ra-

dial distributions of Nu, the error in Nu and thus Ts increases as the grid

resolution decreases, but remains very low up to ∆z,min = 20µm, showing

the negligible impact of a low resolution of δt in the stagnation zone on the

overall heat transfer. This is expected, as cooling in the stagnation zone

represents a limited fraction of the heat transfer on the entire target surface.

This fraction can be evaluated as follows:

ε =

∫ 0.6d

0
rNu dr∫ R

0
rNu dr

(23)

where the numerator and the denominator are the Nusselt number distri-

butions averaged over the stagnation zone (which was found to range from

r = 0 to r = 0.6d in Sec. 5) and the entire surface of radius R, respectively.

The fraction ε therefore represents the proportion of total heat transfer di-

rectly related to the stagnation zone. Among all cases, ε was found to be less

than 10%, meaning the heat transfer in the stagnation zone represents less

than 10% of the overall cooling of the surface. This percentage will obviously

decrease if a wider surface is considered: the larger the target to be cooled,

the smaller the impact of the stagnation zone on the overall heat transfer.

If a fine resolution of δt in the stagnation zone does not seem necessary for
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accurate heat transfer prediction, however, the errors increase dramatically

when there is no cell within δt in the entire radial range (∆z,min = 60 and

100µm): up to 25% error on Ts and 60% on Nu. A grid with no cell within

δt entails a minimum error in heat transfer prediction of 40%, but the error

for the surface temperature remains relatively small (no more than 25% for

the present simulations), as
∣∣dh
h

∣∣ =
∣∣∣ dTs
Ts−Tf

∣∣∣. Finally, Fig. 15b shows that the

error in surface temperature prediction increases with the heat flux value

(or T targets in the present case), unlike the error on Nu which remains con-

stant. For ∆z,min less or equal to 20µm though, the error on the surface

temperature remains negligible. In conclusion, the limited contribution of

the stagnation zone to the overall heat transfer on the target surface means

that the thermal boundary layer can be under-resolved in this region (with a

minimum of one cell within δt) without impacting considerably the local and

surface-averaged heat transfer prediction. However, a few cells (minimum 2

to 3) within δt are required in the rest of the computational domain for an

accurate prediction of heat transfer.

8. Conclusions

This study presented 3D simulations of laminar oil jets impinging on a

flat, heated target, using the VoF method to model the two-phase flow and a

CHT approach to calculate heat transfer. Particular attention was given to

the grid definition in the film, to ensure a proper resolution of heat transfer

without using any wall law. Over 20 simulations were performed, including

parameter variations as conducted in the experiments [21] (fluid temperature,

flow rate, heat flux). Practically all simulated cases yield a surface-averaged
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Nusselt number within the uncertainty range of the experimental results.

The structure of the flow was analyzed (via a characterization of hydrody-

namics and thermal boundary layers) and agrees with current knowledge

from the literature. As observed in the experiments, an increase in surface

temperature translates into an increase in the Nusselt number: the higher

film temperature leads to a decrease in the dynamic viscosity of the oil film

resulting in an increase in film velocity. Then, heat transfer results were

characterized. The correlation between the jet axial velocity profiles and the

heat transfer in the stagnation zone was observed and quantified by the ra-

dial dimensionless velocity gradient B, as depicted in the literature. Nusselt

number correlations for the stagnation zone were derived, showing a similar

dependency in terms of Re or Pr as in previous experimental studies for

high Pr impinging jets. A correlation for the radial distribution of Nus-

selt number was also derived, following an equation used in previous studies

of high Pr impinging jets. Comparison to previous experiments is however

complicated by the differences in the setups (uniform wall temperature ver-

sus uniform heat flux, injector geometries). Finally, a grid sensitivity study

showed that the thermal boundary layer can be under-resolved in the stag-

nation zone (with a minimum of one cell within δt), introducing only a minor

error in local and surface-averaged heat transfer prediction. However, not

solving at all the thermal boundary layer could entail a minimum error of

40% in average heat transfer prediction. A minimum number of cells (2 to

3) within the thermal boundary layer was found to be necessary for accurate

predictions of heat transfer. This requirement can induce a too high com-

putational time for full-scaled simulations of oil cooling of electric machines.
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Future work will then focus on the development of a specific sub-grid model,

allowing predictive simulations on realistic geometries with a computational

time compatible with industrial requirements. The fully resolved simulations

in the present article can be used as a reference to elaborate and validate such

a model.
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(a)

(b)

Figure 1: (a) Photo of the experimental setup depicting the liquid jet impinging the target

embedded in the housing and (b) schematic of the heated target assembly.
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Table 1: Variation of experimental parameters used in the simulations.

Parameter Values

Fluid temperature, Tf (K) 323, 343, 363

Fluid flow rate, v̇ (l.min−1) 0.25, 0.5, 1.0, 1.5

Target surface temperature, T targets (K) 363∗, 373∗∗, 393∗∗∗

∗Only for Tf = 323 and 343K; ∗∗Only for Tf = 363K; ∗∗∗For all 3

values of Tf

Table 2: Liquid and solid properties as a function of temperature (K).

Properties curve fit R2 Unit Source

Liquid properties

cp(T ) = 3.829T + 907.13 0.998 J/(kg ·K) Ford

ρ(T ) = −0.64T + 1027.6 1 kg/m3 Ford

ln(µ(T )) = 1.05× 10−4T 2 − 0.0992T + 16.991 0.995 kg/(m · s) Ford

k = 0.13 - W/(m ·K) Ford

σ(T ) = −8.0× 10−5T + 0.0582 1 N/m [27]

Solid properties

cp = 386.0 - J/(kg ·K) [35]

ρ = 8.93× 103 - kg/m3 [35]

k(T ) = −0.0749T + 423.2 0.9986 W/m ·K [36]
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Figure 2: Computational domain (left) showing the fluid and solid regions, and compu-

tational grid (right), with refinement in the nozzle, in the liquid region and along the

impinged wall.

Table 3: Stagnation zone Nusselt number correlations obtained from simulations.

Correlation R2 Mean (max.) deviation (%)

Nu0 = 0.586B1/2Re0.53Pr1/3 Eq. 20 0.9805 4.45 (10.7)

Nu0 = 1.287Re0.49Pr1/3 Eq. 21 0.9581 7.0 (19.8)
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(a)

(b)

Figure 3: Evolution of (a) the heat transfer rate at the target surface qs compared to the

value imposed at the bottom target q, and (b) the average surface temperature Ts during

the simulation.
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(a) Tf = 323K

(b) Tf = 343K

(c) Tf = 363K

Figure 4: Comparison of the average Nusselt number from experimental and numerical

results for (a) Tf = 323K, (b) Tf = 343K and (c) Tf = 363K. Error bars on measurements

are represented when available.
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Figure 5: Downstream development of a laminar, axisymmetric impinging jet for Pr >> 1.

Table 4: Surface-averaged Nusselt number Nu for the case Tf = 343K,

T targets = 363K and v̇ = 1.5 l.min−1 (Re = 1694, Pr = 127).

Experiment
Simulations Correlations

CHT unif. q̇ Eqs. 20 and 22 Renon et al. [24]

101.0 101.8 117.2 98.3 115.5
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(a) Re = 290, P r = 127 (b) Re = 1690, P r = 127

Figure 6: Radial profiles of liquid/air interface, δ and δt (top) and radial profiles of Nusselt

number Nu (bottom) for (a) Re = 290, P r = 127 and (b) Re = 1690, P r = 127.
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(a)

(b)

Figure 7: Radial profiles of (a) liquid/air interface, δ and δt and (b) Nusselt number for

T targets = 363 and 393K (Tf = 343K and v̇ = 0.5l.min−1).
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(a) Re = 290, P r = 127 (b) Re = 1690, P r = 127

Figure 8: Radial profiles of axial velocity in the jet, at various axial location (grey lines),

for (a) Re = 290, P r = 127 and (b) Re = 1690, P r = 127.
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(a)

(b)

Figure 9: (a) Profiles of radial velocity ur at various radial location within the stagnation

zone (for illustration purposes, the value for velocity uinviscr at r/d = 0.4 is noted) and (b)

radial evolution of uinviscr with linear curve fit with B = 2.95, for Re = 290, P r = 127.

38



Figure 10: Correlation of the stagnation zone Nusselt number Nu0 based on simulation

data, using dimensionless parameters B, Re and Pr.
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(a)

(b)

(c)

Figure 11: Radial distribution of Nusselt number (a), non-dimensionalized by (b) Nu0

and by (c) Nu0(γRe)ζ(r/d) with γ = 0.99, ζ = 8.7 × 10−2, for various volumetric flow

rates, jet and surface temperatures. In Fig. (c), the curve fit uses the following constants

α = 1.71, β = 2.30.
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Figure 12: Radial distributions of Nusselt number for the case Tf = 343K, T targets =

363K and v̇ = 1.5 l.min−1 (Re = 1694, Pr = 127) obtained from numerical simulations

(reference CHT setup and imposing a uniform heat flux), and from correlations (Eqs. 22

and 20) of the present study and correlation from Renon et al. [24].
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(a) Number of cells within δt.

(b) Number of cells within δ (r/d < 2.1) or within Hfilm (r/d > 2.1).

Figure 13: Number of cells within (a) δt and (b) δ (or Hfilm) for various grid resolutions

∆z,min, for case v̇ = 1.5 l.min−1, Tf = 343K and T targets = 363K.
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Figure 14: Radial distributions of Nusselt number for various grid resolutions ∆z,min, for

case v̇ = 1.5 l.min−1, Tf = 343K and T targets = 363K.
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(a)

(b)

Figure 15: Relative change in surface-averaged Nusselt number (a) and temperature (b)

compared to the reference grid (∆z,min = 3µm) for case v̇ = 1.5 l.min−1, Tf = 343K and

two targeted surface temperatures.
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Appendix A. Viscous dissipation effect

In the literature, to account for heating due to viscous dissipation, the

adiabatic wall temperature Taw is usually considered in the definition of heat

transfer coefficient:

h =
q̇

Ts − Taw
(A.1)

The adiabatic wall temperature can be obtained from the following equation

Taw = Tf + r
u2f
2cp

(A.2)

where r is a recovery factor, whose distribution varies radially. Experimental

measurements performed for impinging liquid jet with high Pr number [37,

22] found that r mainly depends on Pr. The following correlation was found

in [22] for the maximum value of r:

rmax = 5.53Pr0.24 (A.3)

Based on Eqs. A.2-A.3, a maximum value for the temperature difference Taw−

Tf can be estimated. Among all the simulated cases, this difference would

be maximum for the case with minimal liquid and surface temperature (so

Tf = 323K and T targets = 363K), giving the highest values for both Pr and cp

(resp. 161 and 2208 J/(kgK)), and for the highest flow rate v̇ = 1.5 l.min−1

(giving uf = 7.5m.s−1). This gives a maximum value Taw − Tf = 0.24K.

To confirm this estimation, a simulation was performed in those conditions,

imposing a zero heat flux at the wall. The resulting surface temperature

then corresponds to Taw. The simulation gives similar predictions compared

to the estimation, with Taw − Tf = 0.21K. This value is small enough to be

neglected: estimating the heat transfer coefficient h using Eq. 13 is relevant.
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If higher velocities (larger than 15m.s−1) were considered, Taw − Tf would

become larger than 1K, which would not be negligible anymore.

Appendix B. Impact of the jet axial velocity profile on the distri-

bution of Nusselt number

As discussed in Sec. 5, for the simulated cases, the radial distribution of

Nu in the stagnation zone seems to be related to the axial velocity profile

at the nozzle exit. To illustrate the variability in local Nusselt number, two

additional simulations were performed for the case Tf = 343K, T targets =

363K and v̇ = 1.5 l.min−1 (Re = 1690, Pr = 127). The nozzle was removed

from the computational domain, imposing instead of the nozzle outlet an inlet

boundary condition, with a fixed velocity profile. For one case, a uniform

velocity profile uz = −uf = −7.5m.s−1 is imposed. For the second case, a

parabolic velocity profile is fixed:

uz(r) = −uz,max

[
1−

(
2r

d

)2
]

(B.1)

with uz,max = 2uf The resulting radial distribution of the Nusselt number is

depicted in Fig. B.16, along with the reference case for which the flow in the

nozzle is simulated. As noticed in Sec. 5, heat transfer is impacted by the jet

velocity profile mostly in the stagnation zone region. For the case with the

parabolic velocity profile, the maximum amplitude of the Nusselt number is

more than twice that of the uniform velocity profile, and is reached at the

stagnation point for the case with the parabolic velocity profile. Over the

entire surface of the target, the average Nusselt number is increased by 9%

when a parabolic velocity profile is applied compared to a uniform velocity
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profile. Accounting for the nozzle geometry in CFD simulation is therefore

crucial for an accurate prediction of heat transfer, both locally and globally.

For reference, the values for the constant B, accounting for the impact of the

axial velocity profile of the jet for the Nusselt correlation in the stagnation

zone (Eq. 20) are 1.95 and 4.4 for the uniform and parabolic velocity profile,

respectively. They are in good agreement with the theory, which predicts

1.831 and 4.646 respectively. A similar influence of the axial velocity profile

was observed in other numerical studies [17], and experimentally in [22],

where two nozzles were tested for high Pr number impinging jets: a pipe-

type nozzle (which would give parabolic velocity profiles at the nozzle exit)

and an orifice-type nozzle (closer to uniform velocity profiles). The radial

distribution of Nusselt number clearly showed a plateau-like shape in the

stagnation zone for the orifice nozzle, while a peak in Nu can be noticed for

the pipe nozzle, with higher values for similar Reynolds number. The Nusselt

correlations derived from measurements also reflected this effect.
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