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ABSTRACT

In this work, a new three phase cavitation model with Eulerian–Lagrangian Spray Atomization (ELSA) and Interface Capturing Method
(ICM) coupling is presented to allow for, in a unified approach, physical insight of the surface evolution of cavitating sprays at the Sub-Grid
Scale (SGS). Phase change is accounted for in the framework via mass transfer across a liquid and corresponding vapor phase. The surface
density model was validated against direct numerical simulation data of an atomizing jet with a systematic variation of mesh resolutions. The
sensitivity of the adjustable parameters such as the critical Weber number was also demonstrated. Then, experimental comparisons were
made with a more realistic orthogonal spray geometry within a cavitating and turbulent non-cavitating system. These comparisons include
both large scale visualizations and small scale SGS quantities such as the Sauter mean diameter. To our knowledge, this is the first study that
presents the performance of a three phase cavitating framework with SGS ELSA-ICM coupling.

VC 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0187353

I. INTRODUCTION

One of the dominant characteristics of applications relying upon
multi-phase flows is the presence of evolving interfaces between the
fluids and phases present. A well-known problem of such nature is
linked to the challenges of the accurate prediction of spray injection
dynamics that phase change occurs through either evaporation or cavi-
tation/flash boiling. For example, in industrial systems, such as high
pressure injection systems and pumps, a third fluid-vapor is generated
and destroyed from cavitation phenomena taking place locally when
high velocity flow, geometric conditions, and foreign gaseous particles
present along solid boundaries cause local static pressure to reduce to
saturation conditions where vapor is generated. This form of cavita-
tion, manifested commonly as wall-attached cavitation, results in the
generation of sharp surfaces between the liquid and the vapor that sub-
sequently grow and evolve due to the immiscibility of the two fluids
and local dynamic phenomena such as turbulence. Formed vapor is

immiscible with respect to the main liquid inside the injector but is
miscible with the gaseous chamber environment when is trans-
ported outside the injector. It has been shown that internal nozzle
cavitation has a significant influence on the primary atomization
process of the fuel injectors1–5 due to the liquid/gas surface evolu-
tion process. When the formed vapor structures collapse violently,
the surface energy is conserved and influences the evolution of the
surrounding surfaces.3,6 First, the conserved energy further aug-
ments the collapse of other vapor cavities from the shock that is
caused within the structure which is due to the bubbly mixture
leading to a reduced speed of sound.6,7 Second, this energy is also
transported downstream the nozzle exit where it influences the sur-
face breakup of the atomization process.3 Third, the energy that is
conserved from the violent collapse also causes material erosion
and inevitable failure of the injector.8,9 It is essential then to be able
to track the evolution of the various liquid interfaces at different
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scales throughout the injection process to determine more clearly
the role of cavitation in the atomization process.

Characteristics of the atomization process and cavitation can be
identified at both large and small scales. As fuel atomizes, oscillations
due to shear as well as due to cavitation generate pressure waves that
wrinkle the interface leading to the detachment of large ligaments that
then break into smaller droplets. These droplets have various sizes but
as the atomization progresses they mostly exist at the micro-scale.
Similarly, with cavitation, large vapor cavities form which typically
have small bubble structures contained within. A limitation to model-
ing the whole process is that most studies isolate the internal nozzle
and the spray atomization processes due to resolution restrictions.
However, in doing so, a holistic understanding of how cavitation
effects the subsequent surface dynamics and what is its wider role in
the atomization process is missing and new insight into the interaction
of the evolving surfaces at various scales throughout the whole process
is needed. Geometric complexities make this challenging to achieve
experimentally and compromises are required to do so. High-speed x-
ray phase contrast imaging has been conducted on realistic injector
nozzle geometries by Sforzo et al.2 demonstrating a widening of the
spray cone angle due to the presence of cavitation. The visualizations
show the regions where cavitation occurs; however, structures cannot
be clearly distinguished with no measurements made for any micro-
scale structures. Suh and Lee3 attempt to overcome these limitations
by obtaining shadowgraph visualizations of the whole flow field of an
enlarged orthogonal nozzle of a Diesel injector which presents the
large-scale structures. Alongside, droplet Sauter Mean Diameters
(SMDs) are obtained by PDPA measurements to analyze the small-
scale structures of the external spray. A range of cavitation regimes
where explored which showed an increase in flow, and thus cavitation,
intensity produces a widening of spray cone angle. Furthermore,
smaller SMDs were observed when cavitation was present. A similar
nozzle geometry to inject water was adopted by Sou et al.,4,10 which
also demonstrated a widening of spray cone angle when the cavitation
intensity was increased.

The dynamics of the evolving surfaces between the three fluids/
phases in cavitating spray flows (liquid, vapor, ambient gas), aside
from the experimental visualization complexities described above, also
present a number of numerical challenges. Numerical modeling of a
three phase flow system is required, and the surface evolution must be
tracked uniformly throughout the process, from the onset of cavitation
internal to the nozzle to the external primary atomization process. A
two fluid phase model proposed by €Orley et al.11 and further adopted
by Mithun et al.12 considers two transported phases, one as an isother-
mal atmospheric gas phase and the other as a barotropic mixture of
liquid and vapor with a similar phase change mechanism to the
Homogeneous Equation Model (HEM).13 The pressure wave dynam-
ics from the collapse of vapor cavities can be modeled due to the com-
pressible framework of these models; however, their reliability is
limited due to the implicit definition of the cavitation interface, and a
sharp, not diffusive, interface between the vapor and gas phases which
is nonphysical. The two phase Volume Of Fluid (VOF) method, that is
a common model used for spray atomization and phase change flows,
can be expanded to consider a third transported phase.5 This still takes
the one-fluid approach as a single equation for momentum, and pres-
sure is resolved for all phases and is not treated as separate Eulerian
phase systems. Such a three fluid model was proposed by Yu et al.14

which transports the volume fractions of all three phases and models
the cavitation with common mass transfer phase change models. A
similar solver was developed by Guissani et al.15 where the model
underwent numerical benchmarking and was tested using the experi-
mental geometry provided by Sou et al.10

The models described above reproduce the generated large-scale
turbulent structures adequately; however, any structures that are pre-
sent at the Sub-Grid Scale (SGS) are lost. In the context of Large Eddy
Simulations (LES), a filtering operation is performed over the compu-
tational cell that dampens any numerical complexity below the grid
scale. The Eulerian Lagrangian Spray Atomization (ELSA) model,
developed by Vallet et al.,16 introduces a quantity that is transported
alongside the phases and describes the liquid surface density. By trans-
porting the surface density variable alongside the volume fraction,
quantities such as the Sauter Mean Diameter (SMD) and droplet
dispersion can be extracted. Comparisons made with Direct
Numerical Simulation (DNS) data show that the ELSA model
resolved the dense liquid part accurately.17 This approach was
expanded by Navarro-Martinez28 so that the phase volume fraction
and surface density transport resolved using an SGS Probability
Density Function (PDF) within quasi-iterations of stochastic fields
in order to address better the SGS dynamics. This model was fur-
ther developed and validated by Tretola et al.18 which showed that
the SGS structures such as the SMDs were better resolved using
this approach. Lyras et al.19 integrated the ELSA approach with the
Homogeneous Relaxation Model (HRM) to model vaporization
phase change to simulate flash boiling. All of these models, how-
ever, have been adopted within the two-phase VOF approach (only
accounting for vapor and liquid) and do not consider the third
phase (gaseous ambient phase) which plays an important role for
phenomena occurring outside the nozzle.

In the present study, the integration of the ELSA-Interface
Capturing Method (ICM) surface density approach into a new multi-
fluid, incompressible framework accounting for phase change is pre-
sented. This couples the sub-grid generative and destructive surface
dynamics with cavitation modeling which allows for the tracking of
the evolution of all the surfaces present in atomizing spray systems.
The main aspects of the model are

• Taking as starting point the one-fluid VOF method, and work
done in our previous publication,20 in the new framework pre-
sented here we incorporate the transport of three fluids (liquid,
vapor, and non-condensable gas). The Schnerr–Sauer cavitation
model is adopted to model the mass transfer across the interface
of the liquid and vapor phases. Other mass transport models can
be used; thus, the framework can be modified to account for
alternative phenomena to cavitation such as flash boiling.

• The ELSA surface density approach is coupled and transported
alongside the phase volume fractions. To our knowledge, it is the
first implementation of the ELSA model in a three fluid context
with phase change and phase miscibility. Most of the parameters
of this model have been validated against DNS data though some
need to be adjusted on a case-by-case basis such as the critical
Weber number; this is explored in the validation.

• The ICM adaptation is adopted here to maintain a sharp liquid
interface where necessary which is important when modeling
cavitating flows.
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II. NUMERICAL MODELLING
A. Multiphase modeling

To account for three phases in the context of VOF for liquid,
vapor, and non-condensable gas, a transport equation for each phase
volume fraction a is independently transported:

@al
@t

þr � ðaluÞ ¼ þSa;

@av
@t

þr � ðavuÞ ¼ �Sa;

@anc
@t

þr � ðancuÞ ¼ 0;

(1)

where the subscripts l, v, and nc denote liquid, vapor, and non-
condensable gas phases, respectively. The phase change mass transfer
source terms are denoted by S which describes the mass transfer across
the liquid–vapor interface. The above set of equations in their current
form transports explicitly the “large” (i.e., above grid scale) fluid struc-
tures, while any sub-grid scale surface evolution is lost. Furthermore,
due to discretization limitations, the interface of liquid structures
becomes artificially diffusive. In Secs. II B–IID, a summary of the mass
transfer model that is used to predict internal nozzle cavitation is first
presented. Then, the fundamentals of the ELSA approach are
described, and it is explored how its implementation in the current
framework will allow for the SGS surface density evolution to be
tracked. Finally, the adoption of the ICM method is presented that
allows for the sharpening of liquid structures when appropriate.

B. Cavitation modeling

Cavitating flows are characterized by highly turbulent and chaotic
phenomena that are non-linear in nature so describing the correct phys-
ical behavior at a given flow condition is very demanding. A number of
different mass transfer cavitation models exist and are typically based on
simplified forms of the Rayleigh–Plessent equation. The Rayleigh–
Plesset equation estimates the radius growth of a spherical bubble due to
the pressure acting on it.21 The Zwart, Singhal, and Schnerr Sauer model
are all derived from the Rayleigh–Plessent equation and predict the
mass transfer from the evolution of bubble dynamics.22,23 Our frame-
work can accommodate any of the above models. Here, for demonstra-
tion purposes, we will focus on the Schnerr–Sauer model.

The onset of cavitation begins with the nucleation of small vapor
bubbles. The Rayleigh–Plesset equation relates the radius growth of a
perfect spherical bubble to the pressure dynamics.23 The Schnerr–
Sauer model assumes that the mass transfer rate is proportional to the
bubble radius growth Rb

Rb ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
nb

3
4p

1� al
al

3

r
; (2)

where nb is the number of bubbles nb in a given volume. The presence
of the third non-condensable phase requires modification to the con-
ventional Schnerr–Sauer model to accommodate this as follows:

_m� ¼ Cv
3q1q2
qm

ð1� al � ancÞ
Rb

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2psat � p

3q1
;

s

_mþ ¼ Cc
3q1q2
qm

ð1� al � ancÞ
Rb

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2p� psat

3q1
;

s (3)

where _m� and _mþ are the volumetric mass transfer rates of vaporiza-
tion and condensation, respectively. Cv and Cc are the respective tuning
coefficients. For cavitating flows, these coefficients can typically be set
to a value of 1 for highly cavitating flows.

C. Eulerian Lagrangian spray atomization (ELSA)

The scales at which cavitation and atomization occur are small
[O (lm)–O(nm)] and can be smaller than a typical cell size in LES.
Thus, the liquid structures resulting from these processes cannot be
accounted for accurately within a simple VOF-LES framework since
the SGS liquid interface is averaged over the cell due to the filtering
operation. Moreover, droplets break up into increasingly small sizes
during atomization, and such structures are difficult to distinguish
since VOF methods do not provide a description of the effect the
breakup process has on the SGS wrinkling of the liquid interfaces.
Distortion of the interface is only captured at the cell scale level. Vallet
et al. introduced the idea of the ELSA model that solves, alongside the
liquid mass fraction (from VOF), an additional transported quantity
for surface density R.16 This quantity defines the amount of liquid sur-
face that is present within the computational cell volume and, thus,
gives a description of the interface at the SGS. For instance, if in a cell
the liquid volume fraction is low but the surface density is high, this
potentially indicates that in this cell there is a large number of small
droplets. A high liquid volume fraction with low surface density, on
the other hand, indicates that only a few larger liquid structures with a
smooth interface are present across the cell. Figure 1 shows a schematic
to clarify how to two cells with the same volume of liquid can have dif-
ferent surface quantity.

Although the initial idea of the ELSA model can help increase the
accuracy of the modeling of the evolving fluid surface, its numerical
implementation has some challenges. A characteristic of wall attached
cavitation is the sharp interface present along the surface of the cavity
structure. One of the limitations of the conventional ELSA is that
introduces a diffusive interface from local fluctuations in the velocity
field. To overcome this limitation, a coupled ELSA with Interface
Capturing Method (ICM) approach is adopted in this work that intro-
duces criteria to determine locally whether the flow should be resolved
using ELSA or conventional VOF with sharp interface compression.
When the flow is dilute, this compressive interface definition is
switched off and the ELSA modeling is then applied. An Interface
Resolved Quality (IRQ) quantity sets a threshold for this switch based
on two criteria relevant to the local surface density R distribution and
curvature of the Volume fraction a interface.

A description of the surface density R along with the volume frac-
tion a allows extraction of relevant parameters. This includes the SMD

FIG. 1. Examples of two different surface densities within a computational cell with
the same volume fraction: a) shows a low surface density, this case represents Req

as this is the minimum surface in a cell and b) shows a high surface density that
indicates the presence of smaller structures within the cell.
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which provides quantitative comparisons with experimental results.
Using the surface density R to determine the SMD is considered in
two ways. For bubbly flows with a very small volume fraction, the
SMD is defined as d32 ¼ 6ð1� alÞ=R. For mono-dispersed spray con-
sisting of spherical droplets, the SMD is defined as d32 ¼ 6al=R. All
these structures can be accounted for using a combined definition for
the SMD:

d32 ¼ 6
alð1� alÞ

R
: (4)

To formulate a transport equation for R, first we need to consider
the interface Dirac function or grained surface density

dI ¼ �nkrvk; (5)

where vk is the binary phase indicator function. dI is a Dirac distribu-
tion with units of inverse length, m�1, and is sometimes termed local
instantaneous interfacial area concentration.24 It has been shown by
Lhuillier et al.25 and summarized by Morel24 that the transport equa-
tion of dI can be directly derived from this distribution giving

@dI
@t

þ uIj
@dI
@xj

¼ �dIninj
@ui
@xj

: (6)

The assumption that the other volume fields is considered
smooth where SGS effects are not considered unless modeled in the
surface density transport equation is made. This volume averaging
operation is typically applied to a volume which defines the threshold
width between the sub-grid and resolved scales, but here, it is consid-
ered to be smaller than any length scale. This operation performed on
a generic function / is defined as

V /½ � ¼ /̂ ¼ 1
jdXj

ð
dX
/dx0: (7)

Applying the volume averaging operation, Eq. (7), to the evolu-
tion equation of dI, Eq. (6), yields the first form of the interface surface
density transport equation

@R
@t

þ @uIjR

@xj
¼ 1

jdXj
ð
dX
dIninj

@ui
@xj

dV: (8)

The volume averaging operation artificially thickens the interface
to a thickness that is smaller than all resolved scales. The lengthening
of the liquid interface due to local flow gradients and surface effects is
described in the term on the RHS of Eq. (8). The interface normal is
not a continuous function and discontinuities arise from liquid
breakup effects and surface coalescence. If the integral was to be per-
formed over a large volume than this integration requires separation.
The interface velocity uI needs to be closed if the control volume V
that the transport equation for dI is larger than the integral volume
dX; V � dX. The problem with the closure of the surface velocity has
been summarized by Delhaye.26 A proposed closure formulation from
S�ero-Guillaume and Rimbert27 is given by

uIj ¼ uj � r
T
VL

@R̂
@xj

: (9)

The first term on the RHS is the flow field velocity and the second
is a restorative velocity term that diffuses the surface. If the local flow

field is in thermodynamic equilibrium or if the interface velocity is uni-
form, then this term disappears. Similar simplifications can be consid-
ered for very dilute flows where liquid structures are generally much
smaller than the volume. The derivation of such simplifications has led
to the development of surface density models that consider droplet
breakup and bubble coalescence. These events are modeled as source
terms, and several have been adopted co-currently in the literature.
However, experimental validation for these models is extremely lim-
ited. Thus, a common approach has been to limit the number of source
terms as much as possible. This can be achieved by having a source
term representing surface generation/destruction and a source term
for the presence of two co-existing phases. The same general form
arises from literature for the surface density transport equation that
accounts for these considerations which was adopted by Vallet and
Borghi,16 Navarro-Martinez,28 and Anez et al.29 which is used in this
work, is defined as

@R
@t

þ @ujR

@zj
¼ Rmix þ Rint ¼ SR; (10)

where Rint is the production/destruction of the surface caused by tur-
bulent effects, collision events, coalescence, etc. Rmix is the surface gen-
eration caused by liquid gas mixing and exits due to the presence of
co-existing phases. Previous studies have explored various approaches
in which to model this term.16,17,29 The common outcome was that the
term has a negligible effect on the overall solution of the surface den-
sity thus is not considered here. Vallet et al.16 propose the restoration
to equilibrium formulation for the combined source term Rint that has
been adopted by a number of other ELSA models that is given by

Rint ¼ CR
R
sR

1� R
Req

� �
; (11)

where it is assumed that the equilibrium surface density value Req is
reached within the characteristic timescale sR, which is proportional to
a flow timescale.30 Assuming the local surface energy is in equilibrium
with local kinetic energy k ¼ u2

2 and isothermal flow, the estimation of
the equilibrium surface density Req can be defined as (neglecting vis-
cous stresses)

Req � qka
r

: (12)

Deviation from the local equilibrium surface density can be char-
acterized by a critical Weber number

We� ¼ qka
rReq

: (13)

In dilute flow where a distribution of small droplet sizes is
present, the different droplets have to be represented by the source
terms for the generation and destruction. The associated phenom-
ena for these terms include droplet breakup, collision, and coales-
cence where each has a unique local equilibrium value of We� and
timescale sR. These different phenomena are considered within the
source terms in conventional ELSA models, where a weighting fac-
tor for each is based on the volume fraction to distinguish between
dilute and dense regions. Duret et al. proposed that the local equi-
librium We� to be used in combination to consider both dense and
dilute flow.
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Inspection of Eq. (11) presents no clear definition of the surface
at rest, and the source term component Rmix is neglected. Here, there
is no kinetic energy present; thus, the equilibrium surface Req vanishes
and the surface is destroyed instantaneously. To overcome this limita-
tion, Chesnel et al.31 proposed a quantity for the minimum surface
Rmin in the presence of two phases

Rmin ¼ Cmin4alð1� alÞ; (14)

where Cmin is a constant defined as Cmin¼ 2.4 based on DNS calcula-
tions. The consideration of a minimum surface value Rmin allows for
the definition of surface density to be decomposed as

R ¼ Rmin þ R0; (15)

where R0 is the additional surface at the SGS through droplet interaction
and surface evolution and is needed to complete the total surface den-
sity. Thus, only this term is transported. Combining Eqs. (10) and (15)
leads to the transport equation for R0 that is considered in this work

@R0

@t
þ @ujR

0

@xj
¼ SR: (16)

Before a definition is made for coupling the liquid interface at the
SGS with the large scale phase volume fraction transport within the LES
context, first, we should consider the filtered continuity equations for LES

@uj

@xj
¼ 0; (17)

@qui

@t
þ @quiuj

@xj
¼ � @p

@xi
þ 2lSij

@xj
� @ssgsij

@xj
þ rjradI ; (18)

where the unknown sub-grid stress tensor, ssgsij , which is a result of
splitting the advection term before filtering, uiuj ¼ sij þ uiuj , is con-
sidered proportional to the filtered strain rate tensor and turbulent
eddy viscosity, ssgsij ¼ ��tSij . Applying the same LES filtering opera-
tion to the phase volume fraction a transport equations and the surface
density transport leads to the following set including closer terms

@al
@t

þ @ujal
@xj

¼ @ al ðU � U al Þ
� �

@xj
þ Sa;

@av
@t

þ @ujav
@xj

¼ @ av ðU � U av Þ
� �

@xj
� Sa;

@anc
@t

þ @ujanc
@xj

¼ @ ancðU � U ancÞ
� �

@xj
;

(19)

@R0

@t
þ @ujR

0

@xj
¼

@ R
0ðU � UR0 Þ

h i
@xj

þ SR; (20)

where the superscripts l, v, and nc denote the liquid, vapor, and non-
condensable gas phase, respectively. The first two terms on the RHS of
these equations are closure terms required from the filtering operation.
These can be thought of the additional fluctuations at the SGS which is
unresolved. This term for the volume fraction is known as the turbulent
liquid flux where the volume fraction is transported via velocity fluctua-
tions. The closure term for the surface density is considered in the same
way where the velocity fluctuations transport the surface density. These
turbulent fluxes can be closed using a classical gradient law16

anðU � U anÞ ¼ Rsgs
an ¼ @

@xj

�sgs

Scsgs
an; (21)

R0 ðU � UR0 Þ ¼ Rsgs
R0 ¼ @

@xj

�sgs

Scsgs
R0 ; (22)

where n denotes the phase volume fraction l, v, or nc. Substituting the
above equations, Eqs. (21) and (22), alongside the source terms, Eqs.
(1) and (11), leads to the following set of equations that are solved:
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(23)
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@xj
DR0

@R0

@xj

" #
þ CR

R
sR

1� R
Req

� �
; (24)

where Da and DR0 are the sub-grid turbulent diffusivity coefficients
and are considered proportional to the sub-grid turbulent viscosity,
Da ¼ DR0 ¼ Dsgs ¼ �sgs=Scsgs, where Scsgs is the turbulent Schmidt
number which is considered to be 0.9.18

D. Interface capturing method (ICM)

Inspection of Eq. (23) highlights the diffusive characteristic of
this model. The system is closed using a diffusive turbulent term, and
an interface compression term seen in Eq. (1) is absent. Following the
method of Anez et al.,29 the ICM approach re-introduces this interface
compressive term in the volume fraction a equations
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where Ca is the interface compression coefficient. Conventionally, this
term determines whether the volume fraction interface is considered
sharp, but here, it also determines where to apply the gradient law for
the LES closure of the ELSA model. In this case, this coefficient is con-
sidered a dynamic binary switch. When set to zero, the surface is con-
sidered to be diffusive, and when set to one, the surface is considered
to be sharp. The setting of this switching is determined but two criteria
for IRQ. Once a threshold has been reach with either IRQ, then the
surface is treated as either sharp or diffusive.

IRQR ¼ Rmin

R
; (26)

IRQj ¼ 1
D � j : (27)

The first criterion IRQR is based on the local surface density.
It is a ratio of the minimum surface density and the local surface
density. In local regions of high surface density fluctuations, then
this value will be low. Here, an adopted threshold of IRQR < 0:5
for Ca ¼ 0 is adopted, with Ca ¼ 1 when IRQR � 0:5. The second
criterion IRQj is based on the cubic root of the cell volume and the
liquid surface curvature j. The more curvature there is locally,
lower IRQj is with a threshold of IRQj < 1 for Ca ¼ 0 was adopted
here. If either one of these criteria is reached, then the setting for
dilute region is considered. The interface compression term then
switches as a binary step function between 0 and 1. The criteria in
which the dilute and sharp surfaces have been clearly outlined
which show that with little curvature and surface density locally
then the SGS fluctuations are not considered and the interface is
artificially compressed. This is advantageous when attempting to
model wall attached cavitation as this allows for the sharp leading
interface to be resolved. The nature in which the compressive coef-
ficient Ca switches may become problematic in far field atomiza-
tion as this could lead to an over-prediction of sharp surfaces.
However, it is argued by such flow regions; then, more appropriate
Lagrangian models can be used to model far-field dispersed
sprays.29

E. Discretization

The solution procedure for the surface density transport is split
into the decomposition of Eq. (15). First, the minimum surface density
Rmin is determined with the use of Eq. (14). Then, the additional trans-
ported surface density R0 is solved using the following discretized form
of Eq. (12)

R0;nþ1 � R0;n

Dt
VP þ

X
f

Ff ¼
X
f

Dsgs;f Sf � ðrR0;nþ1Þf : (28)

The source term is treated separately with an explicit and implicit
term. The source term linearization ensures that the system is diago-
nally dominant
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R
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R
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R
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R0
zfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflffl{Implicit

:

(29)

III. LIQUID JET

To demonstrate the model performance in terms of predicting
the underlying liquid breakup processes occurring in injection systems,
a DNS test case developed by M�enard et al.32 is presented first. This
setup represents a liquid jet formation from a generic Diesel fuel injec-
tor that resembles typical experimental injection systems. The operat-
ing conditions of this system are not fully representative of realistic
industrial injectors; however, this case can still be considered represen-
tative of high Weber and Reynolds number injectors where the jet
momentum drives the liquid breakup.17 The turbulent diffusion clo-
sure handles the liquid dispersion well for this type of atomization. It
should be pointed out that, for this case, only a brief discussion of the
physics is included since the case is used mostly for numerical valida-
tion focusing on the comparison of our data with the available DNS
data from previous studies to analyze the numerical sensitivity of the
different model parameters.

The mesh adopted consists of a domain of 25 	 6 	 6 dj, where
dj is the initial jet diameter and the center of this diameter is the point
of origin of the domain, see Fig. 2. Three mesh resolutions were con-
sidered for this case: 320 	 40 	 40 (Mf), 240 	 30 	 30 (Mm), and
160 	 120 	 120 (Mc) cells. To induce turbulence directly at the inlet,
a digital filter generator proposed by Klein et al.33 was adopted. This
boundary condition considers an artificial mesh that is beyond the
domain which is mapped at the inlet.33 A turbulence intensity of 5%
and a length scale of L � 10lm are used for this case to define the tur-
bulent fluctuations within the artificial domain. The selection of these
boundary conditions was based on previous studies.34 Alongside varia-
tion of the mesh resolution, the critical Weber numberWe� was varied
using the values of We� ¼ 1, 3, and 6. The WALE turbulence model
was adopted in this case.35 The chosen probe locations are based on
the locations used in previous studies at x=dj ¼ 5, 10, and 20 perpen-
dicular to the center of the nozzle (see Fig. 2). The first two points rep-
resent the transition from the dense core to dilute flow. At the final
probe, surface breakup is caused by droplet collision as well as the tur-
bulent viscous effects.

Figure 3 is a visual comparison of the fully formed liquid jet sur-
face between previous DNS simulation17 and VOF-ELSA model. The
DNS model employed a coupled VOF and level-set method where the
presented interface is defined by the level set function. The interface
presented on the ELSA model is an iso-contour where al ¼ 0:1 that

FIG. 2. Examples of (top) the computational domain and (bottom) the location of
the probe locations.
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represents the threshold in which the flow is considered dilute. The
LES filtering of the volume fraction transport produces an interface
from the cell average of the phase indicator al. The introduction of the
ELSA model complements the volume fraction distribution by track-
ing the various sub-grid surface interactions with the dispersed drop-
lets in the dilute phase observed by the surface density. The average
surface density across the center of the domain can be seen in Fig. 4
with the iso-contours of al ¼ 0:5 (blue) and al ¼ 0:1 (green). Higher
concentration of surface density can be observed in the transition
between the dense liquid core and the dilute region. The surface den-
sity extends into the dilute region following the angle of the spray. The
spray angle was measured to be approximately 18
 � 21
 based on the
iso-contour of hali ¼ 0:01 which is in agreement with the Reitz and
Bracco correlation value of 19:2
.36 No liquid surface is observed deep
within the liquid core (as expected) and starts being generated close to

al ¼ 0:5. The tracked surface density allows for quantitative extraction
of comparable experimental quantities such as the SMD. That said,
even though the surface density can give us a good indication of the
SGS liquid structures, explicit information on the interface is not avail-
able such as ligament detachment from the main liquid core. However,
given the computational expense of DNS simulations, the ELSA model
still provides a good approximation of the liquid structures and quanti-
tative analysis.

We start our analysis with the comparison of the liquid volume
fraction profiles with the DNS data included for comparison. The dis-
tributions are sampled from the probe locations indicated in Fig. 2.
The time averaged volume fraction profiles taken from these locations
are presented in Fig. 5. The initial axial decay of the volume fraction
represents the boundary of the dense liquid core with the LES profiles
showing a shorten core compared to the DNS results regardless of the
mesh resolution. The fastest decay can be seen with the coarse mesh,
which is an indication that the early breakup can be attributed poten-
tially to grid resolution. The volume fraction profiles show good agree-
ment with DNS results further away from the nozzle. Similar results
were presented in previous LES studies.28,31

The probed distributions of the liquid surface density are pre-
sented in Fig. 6 with DNS also included for comparison. A critical
Weber number ofWe� ¼ 1 was adopted for comparison of the various
mesh resolutions. The differences between mean surface densities

FIG. 3. Comparison of the DNS level-set interface with the LES-R transport inter-
face defined as al ¼ 0:1. With the LES interface, a center slice of a color distribu-
tion of the surface density R has been superimposed on the bottom half to show
the dispersion of liquid structures in the dilute region.

FIG. 4. A color distribution of the mean surface density R. A blue line for al ¼ 0:5
and a green line for al ¼ 0:1 has been superimposed.

FIG. 5. A comparison of the mesh resolutions of the liquid volume fraction profiles at the axial and radial probe locations of x=dj ¼ 5; x=dj ¼ 1; x=dj . We� ¼ 1.
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from the variation of mesh refinement are consistent with the volume
fraction distributions outlined previously. The early breakup of the
dense liquid core can be observed at the axial profile, with the finer
mesh producing slightly improved results. The early generation of sur-
face density R from our calculations compared to the DNS profile is
also consistent with observations made with the mean volume fraction.
The diffusive characteristics of the gradient-law LES closure hinder the
models ability to produce a sharp profile especially around the liquid
core. Here, second-order schemes were adopted for the flux convection,
however, using a higher-order scheme such as the WENO scheme
could produce a better profile for the liquid core.37 Nonetheless, even
with the early breakup of the liquid core, the maximum generated sur-
face from all cases shows good agreement with experiment. The axial
profile, after the peak surface density, follows the same decay as the

DNS data with differences observed between the mesh resolutions. The
surface distribution radially, further away from the center, shows good
agreement with a peak hRi found at r=dj ¼ 0:5. The profiles observed
at x=dj ¼ 10 and x=dj ¼ 20 agree reasonably well with DNS with a
slight over-estimation in the generated surface for all cases. These
results overall highlight that although the model can predict reasonably
well the surface generation and destruction mechanisms the models dif-
fusive nature creates discrepancies.

Variation of the critical Weber numberWe� profiles can be found
in Fig. 7, performed on the fine mesh. All cases follow a similar profile
with surface generating and collapsing at similar locations; however,
there are differences in the overall surface generated. Observation of all
distributions shows that increasingWe� leads to less surface generated.
This provides for a better radial profile at x=dj ¼ 5 although here the

FIG. 6. A comparison of the mesh resolutions of the liquid surface density profiles at the axial and radial probe locations of x=dj ¼ 5; x=dj ¼ 1; x=dj . We� ¼ 1.

FIG. 7. A comparison of different critical Weber We� numbers of the liquid surface density profiles at the axial and radial probe locations of x=dj ¼ 5; x=dj ¼ 1; x=dj . Cases
were performed using the fine mesh Mf.
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dense liquid core is present in the DNS case (zero surface at r=dj ¼ 0)
and has defused by this location for the LES results. All radial profiles
demonstrate a convergence of the surface density away from the center
showing that We� has little influence in this region. Sensitivities are
shown to be isolated to the amount of surface density R generated
with a reasonable profile obtained withWe� ¼ 1:5. However, the max-
imum amount of surface density was under-estimated in this case,
thus an ideal value for We� would be in the range 1 < We� < 1:5. A
value of We� ¼ 1 is adopted here throughout as the differences
between the two cases are not significant where the ideal critical
Weber numberWe� varies on a case-by-case basis.

IV. CAVITATING JET

The test case detailed above focused on investigating the numeri-
cal sensitivity of the surface density parameters for predicting external
spray formation. To investigate the surface evolution process occurring
at cavitating sprays, a simplified nozzle geometry of a high pressure
injection system is adopted. This case is a scaled representation of a
generic fuel (Diesel) injector present in IC engines featuring an
enlarged orthogonal geometry. The operating conditions result in Re
numbers that are typical in a range of common industrial systems, and
thus, the selected case is considered a suitable case to identify the effect
that cavitation has on spray atomization. TheWALE turbulence model
was adopted in this case.35 Flow contour visualization and some quan-
titative analysis of both the jet formation and cavitation dynamics are
available from experiments.3 In the experimental setup, transparent
material is used on the front and back of the injector which allows for
visualization of the cavitation structures and their fluid surfaces, but it
does not provide quantitative information about the surfaces within
the nozzle. More experimental data are available for the jet formation

region. The cases that are explored correspond to a turbulent spray
(without cavitation) and a cavitation spray. For these two cases, SMDs
from the experiments are available. The droplet SMD measurements
were performed using PDA method at set points around the spray
topology. These measurements are taken at a specific period of time
and then averaged over all appropriate points.

A. Setup

Figure 8 shows the locations in which experimental data are pro-
vided and droplets are sampled. The sampling locations for the numeri-
cal simulations have been extended further closer toward the exit of the
nozzle for comparison with cavitating conditions. Thermophysical prop-
erties can be found in Table I. The cases considered here maintain outlet
pressure at atmospheric pressure with variation of the inlet pressure. For
the turbulent region, which corresponds to flow conditions in which
cavitation does not occur, the pressure difference is Pinj ¼ 0:16MPa,
and for the cavitating region, corresponding to flow conditions where
cavitation is present, the pressure difference is Pinj ¼ 0:3.

B. Results and discussion

The top of Fig. 9 shows a comparison of the radial overall SMD
profile at 70mm away from nozzle exit between numerical and experi-
mental data.3 The SMDs are in reasonably good agreement with exper-
iment; however, the experimental profile gives droplet with almost
constant size (d32 � 49:6 lm). Lower SMDs are observed from the
simulations except for approximately 2mm away from the center of
the jet. This is largely consistent with the liquid jet test case presented
in Secs. III and IV which demonstrated a slight over estimation of the

FIG. 8. (Top) The grid domain and (bottom) the probe locations in which the SMDs are sampled. The green line denotes sampled locations that are compared to experiment.
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surface generation, and thus a tendency of the model to predict smaller
droplets. This can be overcome by increasing the critical Weber num-
berWe� which, in turn, can reduce the over-estimation of surface gen-
eration. The location of 2mm away from the center is roughly in the
axial direction of the nozzle wall, and subsequently the side of the jet
surface. Here, droplet collision and breakup are under-predicted leav-
ing larger droplets. This could be attributed to the ICM criteria under
detecting dilute regions due to an under-prediction of interface curva-
ture upstream after nozzle exit. The bottom of Fig. 9 shows a histo-
gram of the droplet distribution sampled radially 70mm away from
nozzle exit. Mean overall SMDs for simulation and experiments are
overlaid. A peak is observed for droplets of approximately d32 ¼ 10
lm though a mean overall SMD was observed at d32 ¼ 43:69 lm due
to the presence of larger droplets. The surface evolution that resulted
in these far field droplet diameters was initiated within the nozzle from
the onset of cavitation.

Further experimental comparisons can be found in Fig. 10
that is used to investigate the wider impact these surfaces have to
the spray. Results from an equivalent three-phase cavitating VOF
solver without any surface density coupling and surface diffusion
are included. The threshold in which the flow is considered to be in
the cavitating region is indicated with a dashed line. Comparisons
of the nozzle exit velocities at the top of Fig. 10 show good agree-
ment with experiment, where velocities increase with an increase
in injection pressure. The velocity values produced by the ELSA-
ICM model were slightly closer to experimental results than the
generic VOF model especially for the cavitating region.
Subsequently, this leads to cavitation numbers that are slightly
more representative to experiment as seen in the middle of Fig. 10.
The potential for the flow to cavitate is indicated by cavitation
numbers under 1, the turbulent and cavitation regions produced
cavitation numbers of approximately 1.59 and 0.67, respectively.
The ELSA-ICM solver can model the surface generation and
destruction above grid and at the SGS where the flow is less
impacted by the internal viscous effects from the cavitation.

TABLE I. Thermodynamic properties of diesel.38

Vapor pressure (MPa) 0.00128
Liquid density (kg/m3) 830
Vapor density (kg/m3) 0.1361
Liquid viscosity (Ns/m2) 0.00223

Liquid–vapor surface tension 0.278
Liquid–air surface tension 0.0261

FIG. 9. Comparison between the overall SMDs reported in literature and the turbu-
lent region. (Top) SMD radial profiles 70 mm away from nozzle exit. (Bottom)
Histogram of the droplet distribution of the turbulent region sampled radially across
70mm away from nozzle exit. The red black lines denote the measured overall
SMDs for simulation and experiment, respectively.3

FIG. 10. Comparisons between experiment, three-phase cavitating ELSA-ICM
model and equivalent three-phase cavitating VOF model of (top) the nozzle exit
velocities, (middle) the respective cavitation numbers, and (bottom) the spray cone
angles. The dashed line indicates the threshold in which the flow is considered to
be in the cavitating region.
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The bottom of Fig. 10 shows a comparison of the measured spray
cone angles. The ELSA-ICM model replicated the spray angle well.
The generic VOF model generally under-predicted the spray cone
angles. The surface dynamics at the SGS are transported with the
ELSA-ICM framework which further impacts the subsequent spray
formation. This is neglected within the generic VOF solver. The gener-
ation and destruction of cavitation structures cause the spray angle to
widen, the turbulent and cavitating regions produced angles of approx-
imately 16
 and 29
, respectively. To get a better understanding of
how the surface dynamics of cavitation impacts, the spray formation
not only by widening the spray angle but also by reducing droplet
diameters visual inspection of the flow field is required.

Figure 11 presents the surface density contour distribution across
the center plane of the domain with experimental visualizations of the
jet for comparison.3 A white iso-contour for al ¼ 0:5 and a green con-
tour for al ¼ 0:1 have been superimposed to show the location of the
liquid jet. The occurrence of cavitation causes a wider spray cone angle
(in comparison to the turbulent jet) as seen in the bottom of Fig. 10.
Observations of the surface density R near the nozzle show that for the
turbulent region the surface is concentrated in the region of the vol-
ume fraction interface. Significant momentum-driven breakup has yet
to occur as well as sufficient turbulent effects to deform the surface.
For the cavitating case, generated surface is present in the nozzle due
to the generated wall attached cavitation. The cavitation break-off
causes the deformation of the surface between the liquid and the vapor
which, in turn, forms additional vapor structures that are transported
downstream to the nozzle exit. By the exit of the nozzle, greater surface
density is present due to the bubble breakup energy. This greater sur-
face density at the gravitating case is maintained throughout the dilute

phase of the flow. We observe that the presence of cavitation allows for
a longer dense liquid core of the jet. This can be attributed to the char-
acteristic of wall attached cavitation which exists largely within the
boundary layer of the nozzle. The dynamics of cloud break-off and col-
lapse is contained within this region where by nozzle exit it is this
region that interacts with the turbulent shear effects with the atmo-
sphere. Without the convection of cavitation structures within the
boundary layer, the turbulent shear stresses along the surface of the
turbulent region are transferred to the center of the jet more rapidly
causing the liquid core to diffuse earlier.

A typical characteristic of wall attached cavitation as in the case
presented here is the presence of large vapor structures that break off
and collapse downstream.39 The surface energy of these structures is
conserved and affects the subsequent atomization process.3 It is impor-
tant, therefore, that the interfaces of these large structures to be tracked
numerically and accurately. The advantage of adopting the ICM with
the ELSA model is the ability to appropriately maintain a sharp inter-
face for large structures. This is achieved by imposing artificial inter-
face compression to the volume fraction transport, through a binary
coefficient Ca. Figure 12 shows a color distribution of the interface
compression coefficient Ca alongside a color distribution of the surface
density R with iso-contours of the liquid volume interface at al ¼ 0:5
and al ¼ 0:1. For both cases, the majority of the spray after nozzle exit
is treated by the ELSA framework with interface compression inactive.
This shows that the viscous turbulent effects are promoting surface
deformation of the main liquid jet. Interface compression is active in
areas outside of the liquid core where the droplet distribution is dis-
persed. Here, the liquid volume fraction is very dilute giving a smooth
interface definition. Furthermore, the dilute liquid volume fraction and

FIG. 11. Visual comparison between the turbulent and cavitating region. The color distribution shows the surface density R across the center of the domain. Contours for al ¼
0:5 (white) are included. The black and white pictures are experimental photographs.3
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smooth interface curvature lead to a low Req which limits the surface
generation. Thus, in these areas, the minimum surface density Rmin

because of the presence of the liquid dominates the overall definition for
surface density R. Cavitation generates liquid surfaces within the nozzle
which is absent for the turbulent region. Interface compression is active
almost throughout the cavitation structures. This demonstrates that the
cavitation structures within the nozzle are larger than the grid scale with
a sharp interface. Further downstream can be seen that interface com-
pression becomes slightly more inactive as the cavitation structures
evolve more into bubbly mixtures. The sharp interfaces of the large cav-
ity structures travel to nozzle exit and interacts with the initial interface
of the liquid jet. This generates greater interface curvature of the main
jet and widens the distribution of surface density along the interface.

The influence of cavitation on the liquid surface dynamics at the
nozzle exit and the widening of the spray cone angle is also investi-
gated here. Figure 13 shows the evolution of the in-nozzle flow as cavi-
tation develops over time. By t¼ 1.5ms, cavitation structures have
formed, and by t¼ 2ms, wall attached cavities have formed with some
cloud break-off already occurring. The liquid interface after nozzle exit
is largely laminar with little surface generated beyond the volume frac-
tion interface. Some of the cavity structures have fully collapsed with-
out any bubbly structures yet reaching nozzle exit by t¼ 3ms. The
greater surface deformation at nozzle exit can be observed due to the
energy that is conserved from cavity collapse, and the spray angle is
increased. A consistent reentrant jet along the nozzle wall underneath
the cavitation is present. Once t¼ 3.5ms is reached, small cavity struc-
tures and bubbly mixtures exit the nozzle which increases the amount
of surface density R further away from the liquid volume fraction
interface. These generated surfaces are then transported downstream
contributing to further droplet break-off and collision.

Greater surface density in the spray formation will lead to a
decrease in mean diameters, and this was reported by Suh et al.3

Figure 14 is a comparison of the overall SMD values downstream from
the nozzle between the turbulent and cavitating regions. Left is the
axial profile. Initially close to the nozzle, it can be seen that the cavitat-
ing region consists of larger droplets. Thereafter however, smaller
SMDs are observed in the cavitating region with this region showing
smaller SMDs overall. The mean difference in SMD between the two
regions was 2.48lm which is relatively larger but in reasonable agree-
ment with experiment with a reported difference of approximately
1lm.3 The right of Fig. 14 is the radial distribution with the profile
sampled 30mm away from the nozzle exit. Both profiles follow the
same as Fig. 9 where closer to the center of the spray a higher overall
SMD is observed and then reduces to a lower consistent SMD further
away from the center. There is less deviation of SMD for the cavitating
region. The turbulent region fluctuates slightly moving away from the
center before reducing relatively rapidly further away from the center.
Without cavitation, the atomization/break-off for the turbulent region
is driven by the momentum of the liquid and the turbulent shear

FIG. 12. Combined color distributions of the interface compression coefficient Ca

and surface density R with the turbulent region top and the cavitation region bottom.
Contours for al ¼ 0:5 (white) and al ¼ 0:1 (green) are included.

FIG. 13. The evolution of the internal nozzle cavitation and the near nozzle surface density over time. The color distribution shows the surface density R across the center of
the domain. Contours for al ¼ 0:5 (white) and al ¼ 0:1 (green) are included.
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stresses. Subsequently larger droplets are formed toward the center of
the jet with little other influence other than the turbulent interaction
with the atmosphere. Small droplets are seen further away from the
center of the jet as small ligaments break off from the surface from

shear effects. The presence of cavitation introduces bubble breakup
energy that is conserved and affects the surface breakup downstream
of nozzle exit. This and with small cavity structures leaving the nozzle
increases the amount of surface at nozzle exit, see Fig. 11, thus the

FIG. 14. Comparison of SMDs between the turbulent and cavitating regions. (Left) Axial profile and (right) is the radial profile sampled 30mm away from nozzle exit.

FIG. 15. Histograms showing the evolu-
tion of the droplet diameter distribution
over the distance away from the nozzle
exit. The left column shows the distribu-
tions for the cavitating region, and the
right presents the turbulent region.
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ICM criteria considers this region as consistently dilute. Furthermore,
wall attached cavitation, which is observed here, is inherently a bound-
ary layer phenomenon which reducing the width of the subsequent liq-
uid core. Though close to nozzle exit, the extent of the liquid core is
slightly longer due to the higher exit velocity, further downstream the
stored bubble breakup energy diverges throughout the liquid core
which enhances the atomization with greater droplet collision events.

The overall SMDs show that cavitation affects the atomization of
the liquid producing smaller droplets on average than flows without
cavitation present. In order to understand better how the atomization
has been affected an inspection of the droplet diameter distributions is
needed. Figure 15 is array of histograms showing the droplet distribu-
tions are the sampled axial locations corresponding to the left of
Fig. 14. Initially, both regions have similar distribution of droplet
diameters even so the cavitating region contains some larger droplets
that are absent from the turbulent region. Further downstream from
nozzle exits; however, larger droplets develop progressively for the tur-
bulent region. This is not the case for the cavitating region where the
maximum SMD grows slightly before reducing gradually further
downstream. A common observation of the distributions is that all
cases have reasonably equitable peak SMDs at around d32 � 10 lm;
thus, the main contributor to the differences in overall SMD between
the two regions is the presence of larger droplets for the turbulent
region. These larger droplets do not persist with cavitation as the
greater droplet collision break up these structures.

V. CONCLUSIONS

The introduction of an SGS surface density quantity which is
based on the ELSA-ICM approach into a three phase cavitating solver
was made. This allowed for greater insight into the internal and near-
nozzle dynamics of high pressure spray injectors. The transport of the
generated surface was validated against DNS data using a range of grid
resolutions. ELSA-ICM simulations were performed using a generic
orthogonal nozzle with results compared with experiment. The main
findings from this chapter can be summarized as follows:

• Validation showed that the surface density is slightly over pre-
dicted. This is due to the under-prediction of the dense liquid
core where this structure becomes diffusive more rapidly com-
pared to DNS results. The grid resolution variation demonstrated
that this was largely grid dependent, and this diffusive trend
becomes less pronounced.

• Increasing the critical Weber number We� reduced the amount
of surface density generated. It was shown that an optimum value
is somewhere in the region of 1 < We� < 1:5 with a value of
We� ¼ 1 was used throughout the subsequent investigations.

• The measured spray cone angles agree well with experiment. The
presence of cavitation caused a wider spray cone angle on the jet
formation due to the greater curvature and surface density at
nozzle exit.

• Smaller droplet size distributions were observed with cavitation
considered; this is consistent throughout. This is due to the sur-
face energy of collapsed cavity structures being conserved and
transported to nozzle exit, increasing local interface curvature
and surface density. The change in overall droplet size in the
presence of cavitation compared to systems without cavitation
was shown to be slightly larger than experiment. More work is
needed to understand the numerical sensitivity of surface density

parameters such as the critical Weber number We� on cavitating
systems.

• The integration of the ICM with the ELSA approach allows for
the liquid interface to be modeled as either dilute or sharp suit-
ably depending on local surface conditions. The model was
shown to largely consider the cavitation surface structures within
the nozzle as sharp interfaces, with the jet formation surfaces
considered as dilute. This shows that the cavitation interface is
modeled appropriately as wall attached cavitation typically con-
sistent of relatively large cavity structures.
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