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ABSTRACT. In the present work, we report the development and use of models to predict the 

cetane number of hydrocarbons and oxygenated compounds, mixtures and their blends. The study 

is divided in three steps: (i) the prediction of pure compounds CN using ML-based approaches, 

(ii) the development and the application of mixing rules, (iii) the external validation of models on 

a set of real fuels. Experimental CN values for 658 pure compounds are collected from the 

literature and merged to obtain a consistent and comprehensive database. ML-based models are 

then trained on the database. A second database is built from the collection of 572 experimental 

CN values for mixtures. Existing and proposed mixing rules powered either by experimental CN 

or CN predicted using the ML-based models are then assessed on the basis of the second database. 
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The new mixing rule involving the activity coefficients of mixtures’ components shows the best 

performances. Finally, the application of our predictive numerical approach to 27 real fuels 

demonstrates its accuracy and relevance, and that it could be further used for testing large numbers 

of samples. 

 

KEYWORDS. Cetane number, hydrocarbons, oxygenated compounds, mixtures, machine 

learning, mixing rules 
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1. Introduction 

One of the most stringent properties related to combustion lies in the control of fuel ignition 

which can be expressed by the cetane number (CN).  The cetane number reflects the tendency of 

a fluid to auto-ignite when exposed to pressure and heat, as it typically occurs in diesel or 

compression-ignition (CI) engines under working conditions reaching for instance in-cylinder 

pressures and temperatures up to 8 MPa and 1000 K, respectively.1,2 Mainly due to their high 

efficiency and durability, CI motors are used worldwide in agricultural and industrial machinery, 

stationary power generators and obviously as sources of motion for many applications. 

The use of such combustion systems has also been associated for decades with significant 

emissions, particularly in terms of nitrogen oxides, particles or even unburned hydrocarbons.3,4 In 

addition, the use of fossil fuels contributes to increasing the effects of greenhouse gases e.g., 

carbon dioxide released into the atmosphere, resulting in climate changes currently observed. 

These issues impose various research challenges to be solved, including identifying new 

technologies and potential alternative energy sources to meet the demand and supply.5 Emissions 

mitigation has led to the development of more efficient combustion systems operating at lower 

temperature. Gas turbines used in aircraft engines are also following this trend through the 

development of premixed lean combustion engines. However, operating in lean conditions 

contributes to increase combustion instabilities leading potentially to blow out. In this context, CN 

is considered as an important property for jet fuels to prevent lean blow out (LBO),6 but also, more 

generally, for the development of alternative fuels. The CN of a fuel can be reduced by adding 

products issued from new energy pathways, notably Alcohol-to-Jet produced from isobutene or 

isobutanol,7 contributing to affect LBO occurrence in gas turbines. Diesel fuels are also affected 
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by the use and/or incorporation of alternative fuels that include typical hydrocarbons present in 

fossil-based references or frequently oxygenated components with different reactivities.8   

Evaluating alternative fuel properties is thus mandatory to ensure a safe and efficient use among 

the different applications. Their characterization is a challenge as low carbon fuels (LCF) 

encompass various options, including biogenic fuels from various feedstocks and synthetic fuels, 

e.g., hydrotreated vegetable oil, Fischer-Tropsch based processes, fermentation, and other 

thermochemical processes. These processes lead to different fuel compositions that can differ 

significantly compared to fossil references. Their impact on CN values has been demonstrated in 

the literature including frequently the use of additives to overcome the cetane number reduction. 

In a recent review, Benajes et al. indicated that blending different types of LCFs and including 

adequate additives can enhance combustion properties, emissions reductions, and the efficiency of 

CI engines.9 Mohammed et al. investigated effects of different chemicals such as alcohols and 

ethers, in blends to improve CI engine performance and emission characteristics.10 The use of 

relevant additives and cetane improvers,10,11 in gasolines or jet fuels can lead to diesel-like fuels. 

The approach consisting in using a single fuel for all types of vehicles strongly simplified the 

storage and transport logistics, making this solution attractive in both a civil and military context. 

Military applications can rely on the single fuel policy where jet fuel is a unique reference for both  

aircraft and ground transports.12 

Since first attempts in developing predictive approaches based on machine learning (ML),13–15 

many models have been proposed in the literature to estimate the CN of molecules.16 Non-

exhaustively focusing on recent years, models based on quantitative structure-property 

relationships (QSPR), including group contributions, have been developed to predict CN values.17–

24 In these latter works, different databases were used as support and made available via the 
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supporting information of the articles, the most extensive contains up to 630 CN values for 

hydrocarbons and oxygenated compounds.20 Molecular structures were encoded either considering 

functional group counts or more abstract molecular descriptors extracted from 3-dimensional 

geometries. The use of algorithms such as neural networks or support vector machines (SVM) 

were reported in several of these works. From conclusions drawn by the authors, the use of ML-

based models combined with a functional group encoding of molecules, obviously leads to 

interesting approaches to predict the CN for a molecule of which only its structure is known.13–

15,17–24 

CN for a fluid is derived considering a virtual volumetric mixing of n-hexadecane (CN = 100) 

and 2,2,4,4,6,8,8-heptamethylnonane (CN = 15) that produces a similar ignition delay. Therefore, 

CN for a mixture is by definition the sum of each constituent’s CN weighted with its volumetric 

fraction.25–27 However, non-ideal behaviours were observed when mixing blends, different 

chemical families or even with the introduction of oxygenated compounds, leading some authors 

to propose an additional adjustable parameter 𝛽 related to the composition of blends.27 Witkowski 

et al. proposed a multi-parameter group contribution working with mole fractions to predict 

ignition delay (𝜏) values which were then converted to CN values using the following relation: 

𝐶𝑁 =  𝑎 +  𝑏 𝜏⁄  , with a = 4.46 and b = 186 ms. Li et al. proposed ML regressions based on a 

group contribution method to predict CN for pure compounds and mixtures, and showed a benefit 

of taking mixtures into account when training models.22 Very recently, Sheyyab et al. represented 

fluids – hydrocarbon compounds and mixtures – with some of functional groups as defined within 

the UNIFAC (universal functional activity coefficient) method, then trained ML algorithms on CN 

values and obtained models with good predictive capabilities.  
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In this work, we propose to investigate the prediction of CN for mixtures only having 

information about their compositions. Two strategies were followed: (i) Pure compounds CN 

values were collected from the literature and merged to obtain a consistent and comprehensive 

database. ML-based models were then trained on the database. In parallel with these actions, a 

second database was built containing CN values for mixtures, including fuel surrogates. Existing 

and proposed mixing rules powered by experimental and predicted CN with the ML-based models 

were then assessed. (ii) The two databases were merged, and ML-based models were trained. The 

article is organized as follows: after presenting the data collections and curation methods and the 

strategy followed to develop new QSPR based models as well as new mixing rules, we expose the 

predictive performances of models and discuss their utilization for external data predictions for 

real fuels, before concluding. 

 

2. Materials and methods 

One of the key points for developing QSPR-based models is collecting data that will serve as a 

reference during the learning process. To this end, the database proposed in the Saldana et al. work 

– originally derived from the work of Creton et al.15 and the compendium of Murphy et al.28 – was 

used as a starting point including 329 CN values for hydrocarbons and oxygenated compounds.23 

Several more recent works have proposed CN databases,17–22,29 and a merger of these latter 

databases has been carried out. The result was a collection of cetane number values for 274 

hydrocarbons and 384 oxygen compounds. Figure 1 presents the distribution between 

hydrocarbons and oxygenated compounds in the database, as well as distributions of subfamilies 

within the two families. It shows that hydrocarbons and oxygenates represent roughly 42% and 

58% of chemicals, respectively. A decomposition of hydrocarbons in terms of alkanes, alkenes, 



 7 

alkynes, and cyclic molecules such as naphthenes and aromatics is proposed. It shows that 30% of 

hydrocarbons are saturated paraffins (n- and i-alkanes). In this latter class, n- alkanes and i-alkanes 

are distributed roughly at 22% and 78%, respectively. Unsaturated alkanes account for 15% of the 

hydrocarbons in the database, while only one CN value of alkyne has been reported in the 

literature. Cyclic compounds (naphthenes and aromatics) represent more than half of the 

hydrocarbons in the database. Regarding oxygenated compounds, the database includes, in 

decreasing order of occurrence: esters, ethers, alcohols, ketones, furans, aldehydes and carboxylic 

acids. It should be noted that 17 oxygenates are polyfunctionals, i.e. they are constituted of at least 

two of the latter chemical characteristics. For many compounds, several different values are 

reported from one source to another, the average value has been taken into account. In case of 

significant discrepancies between experimental values, outliers were simply discarded. The 

complete database containing CN values for 658 compounds is available as Supporting 

Information. 
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Figure 1. Percentage distributions of hydrocarbons (black) and oxygenates (dark grey) in the 

pure compounds database. Values in brackets and values above bars stand for the number of 

compounds in the chemical families and subclasses, respectively. 

An additional collection of data was performed to build a database including a series of mixtures 

for which experimental CN values are known. To this end, works reporting experimental CN 

values for mixtures were identified in the literature, and mixtures compositions as well as their CN 

values were extracted.22,30–44 A merger of these latter data has been carried out resulting in a 

collection of cetane number values for 572 mixtures after removing duplicates. Mixtures 

individually involve in-between 2 and 9 components, and a total of 43 hydrocarbons and 

oxygenates are represented in the database. Furthermore, among the 572 mixtures, only 28 involve 

at least one oxygenated compound. Figure 2 illustrates mole percentage distributions of subclasses 

of hydrocarbons and oxygenates in the database. It reveals that 96% of mixture components are 

hydrocarbons, belonging in decreasing order of occurrence: n-alkanes (nC7 to nC20), i-alkanes 

(C8 to C18), aromatics (C6 to C15), naphthenes (C5 to C15), alkenes (C6 to C8), and alkynes 

(C6). The 4% oxygenates are distributed in alcohols (C1 to C6) and ethers (C8 to C12). 

Considering all collected mixtures, CN values range from 7.3 to 101.5, with an average value of 

37. The complete database containing CN values for the 572 mixtures is available as Supporting 

Information. 
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Figure 2. Percentage distributions of hydrocarbons and oxygenates subclasses in the mixture 

database. The value under each subclass represents its mole percentage representation in the entire 

database. 

 

From comparisons performed in previous studies,45–48 each molecule in the pure compound 

database was encoded using descriptors – labelled as functional group count descriptors (FGCD) 

– calculated on the basis of the chemical and structural formulae. In the FGCD family of molecular 

descriptors are included counts of atoms and groups of atoms identified as relevant from chemical 

aspects. It was demonstrated that such a simple representation of compounds provides relevant 

descriptors usable for the development of QSPR.49,50 Simplified molecular input line entry 

specification (SMILES) codes were assigned to each molecule within the databases. FGCD were 

automatically generated using the RDKit Python package51 and SMILES arbitrary target 

specification (SMARTS) matching functionalities.52 Table 1 reports SMARTS codes for FGCD – 

labelled from X1 to X60 – under consideration in this study. For example, FGCD labelled X1 to 

X3 denote the number of hydrogen, carbon, and oxygen atoms, respectively. FGCD labelled X4 
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to X7 count the numbers of CH3, CH2, and CH groups in the molecule, respectively.  Some 

descriptors were designed to consider effects of chemical function position, e.g., X31 to X34 

transcoding the position of the alcohol function, with X31 and X32 standing for primary and 

secondary alcohols, respectively. The descriptor X60 (MM) denotes the molar mass of neat 

compounds. Descriptor values for mixtures were calculated as linear combinations of 

corresponding descriptors for individual compounds weighted by associated volumetric fractions 

𝜐𝑖. For instance, for a given descriptor X1, the mixture descriptor X1𝑚𝑖𝑥, is defined as follows: 

X1𝑚𝑖𝑥 =  ∑ 𝜐𝑖

𝑁

𝑖=1

. X1𝑖 (1) 

where N is the number of mixture components. Equation (1) was already used to compute mixtures 

descriptors in the modeling of properties such as flash points,49 or even surfactants’ properties.53  

 

Table 1. SMARTS codes defined for molecular descriptors (FGCD) selected for the 

development of models. 

Label SMARTSa Label SMARTSa 

X1 [#1] X31 [CX4H2][OH] 

X2 [#6] X32 [#6][#6]([OH])[CX4H3] 

X3 [#8] X33 [#6][#6][#6]([OH])[#6][CX4H3] 

X4 [CX4H3] X34 [#6][#6][#6][#6]([OH])[#6][#6][CX4H3] 

X5 [CX4H2] X35 [OX2H1][cX3]:[c] 

X6 [CX4H1] X36 [CX3H0](=[O])[OX2H1] 

X7 [CX4H0] X37 [CX3H0](=[O])[OX2H0] 

X8 [CX3H2] X38 [CX4H3][CX3H0](=[O])[OX2H0] 

X9 [CX3H1] X39 [CX4H2][CX3H0](=[O])[OX2H0] 

X10 [CX3H0] X40 [CX4H1][CX3H0](=[O])[OX2H0] 

X11 [CX2H0] X41 [CX3H0](=[O])[OX2H0][CX4H3] 

X12 [CX4H2R] X42 [CX3H0](=[O])[OX2H0][CX4H2] 

X13 [CX4H1R] X43 [CX3H0](=[O])[OX2H0][CX4H1] 

X14 [CX4H0R] X44 [CX3H0](=[O]) 

X15 [CX3H1R] X45 [CX3H1](=[O]) 

X16 [CX3H0R] X46 [#6][#6](=[O])[CX4H3] 

X17 [cX3H1](:*):* X47 [#6][#6][#6](=[O])[#6][CX4H3] 
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X18 [cX3H0](:*)(:*)* X48 [#6][#6][#6][#6](=[O])[#6][#6][CX4H3] 

X19 [c][CX4H3] X49 [CX3H0R](=[O]) 

X20 [c][CX4H2] X50 [OX2H0] 

X21 [c][CX4H1] X51 [#6][OX2H0][CX4H3] 

X22 [CX4H3][CX4H1] X52 [#6][OX2H0][CX4H2] 

X23 [CX4H3][CX4H0] X53 [#6][OX2H0][CX4H1] 

X24 [CX4H3][#6][CX4H1] X54 [#6][OX2H0][CX4H0] 

X25 [CX4H3][#6][CX4H0] X55 [OX2H0R] 

X26 [CX4H3][#6][#6][CX4H1] X56 [oX2H0](:*):* 

X27 [CX4H3][#6][#6][CX4H0] X57 [O;R] 

X28 [CX4H3][#6][#6][#6][CX4H1] X58 [C;R] 

X29 [CX4H3][#6][#6][#6][CX4H0] X59 [c;R] 

X30 [OX2H1] X60 MM 
a With the exception of X60 described in the text, interpreters can be used to visualize SMARTS, e.g., 

https://smarts.plus/ 

The multidimensional space formed by descriptors was used to define the applicability domain 

of developed QSPR models. Among existing approaches,54 the chemical information contained 

implicitly within our databases was pre-processed by applying a principal component analysis 

(PCA) on X1 to X60 descriptor values taken by both pure compounds and mixtures. The space 

formed by PC1 and PC2 – the first two principal components resulting from the PCA – was used 

as an approximated graphical representation of the chemical space of our databases. Figure 3 

presents projections of compounds within the chemical space, and it reveals that the domain 

occupied by mixtures is encompassed in the space of pure compounds. Additionally, empty circles 

symbolized compounds on the edges of the populated area – with possible quite different structures 

as compared to others – which can pose certain problems during the learning process as discussed 

below. 
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Figure 3. Projections of compounds into the approximated chemical space formed by PC1 and 

PC2, the two first principal components resulting from the PCA applied to descriptor values. Pure 

compounds are represented with black circles and mixtures with grey triangles. Empty circles 

stand for compounds fixed in the Training set during the learning procedure. The percentages of 

variance explained by PC1 and PC2 are 15% and 9%, respectively. 

 

Since our first developments of QSPR based models for fuels property specifications55,56 to very 

recent works on per- and polyfluoroalkyl substances,45 several machine learning algorithms have 

been tested in conjunction with different molecular structure encodings. It was widely 

demonstrated that the combination of Support Vector Machines (SVM) and FGCD provides 

accurate solutions in terms of property modelling.23,49,50 The LibSVM library57 was used for 

Support Vector Regression (SVR) with both linear and radial basis function kernels, and with an 

epsilon insensitive zone. This led us to optimize three SVR hyperparameters: cost, epsilon, and 
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gamma, and the approach previously proposed by Gantzer et al. was used within a n-fold cross-

validation (n-CV) procedure.58 In n-CV, the data set is randomly divided in approximately equal 

n portions. An aggregate of n-1 portions forms a Training set – subsequently used to train models 

– and the remaining portion constitutes an external set labelled as Test set used to assess model 

performances. As a result, no data points belonging to the external sets were used to derive models. 

The procedure is repeated n times, choosing at each iteration a new portion of data as an external 

set, leading to n different models. To avoid any strong violation of the applicability domain of the 

n models during the cross-validation procedure, we fixed 39 of the compounds located on the edges 

of the populated area (as illustrated in Figure 3) in a specific fold (labelled fold-00) which will 

always be used to form Training sets. For instance, the series of empty circles located on the right 

part of the diagram denote triglycerides, and the three in the upper left part of the diagram represent 

furans. It should be noted that other structural outlier compounds were included in this set, for 

instance, for example hept-1-yne which is the unique alkyne in the pure compounds database. In 

this work, a 5-CV was applied and details about fold assignment for each compound or mixture 

are provided in the supporting information. Finally, a SVR model was developed using the set of 

optimized hyperparameters (i.e., cost, epsilon, and gamma) and considering data points belonging 

to all folds.58 

Obtained SVR models were evaluated on to their capability to reproduce CN values for 

hydrocarbons and oxygenated compounds and their blends. Predicted values were compared to 

reference experimental data, and performances of models are evaluated by means of metrics such 

as Mean Absolute Error (MAE, equation (2)), Root Mean Squared Error (RMSE, equation (3)), or 

the coefficient of determination (R2, equation (4)), defined respectively as: 
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𝑀𝐴𝐸 =
1

𝑁
∑|𝑦𝑖 − 𝑥𝑖|

𝑁

1

 (2) 

𝑅𝑀𝑆𝐸 = √
1

𝑁
∑(𝑦𝑖 − 𝑥𝑖)2

𝑁

1

 (3) 

𝑅2 = 1 −  
∑ (𝑦𝑖 − 𝑥𝑖)2𝑁

1
∑ (𝑥𝑖 − 𝑥̅)2𝑁

1
⁄  (4) 

with 𝑦𝑖 the predicted value, 𝑥𝑖 the experimental value, x̅ the average of experimental CMC values, 

and N is the number of data points in the considered set. As the endpoint of models is unitless, all 

considered metrics MAE, RMSE and R2 are unitless. 

 

3. Results 

In this section, the results are organized as follows: first, we report the development of ML-

based models to predict CN for hydrocarbons and oxygenated compounds, ones are SVR trained 

on CN for pure compounds, and the others are SVR trained on CN for pure compounds and 

mixtures. Then, the prediction of CN for mixtures is addressed, and the development and use of 

mixing rules is investigated. Finally, as an external validation, the proposed numerical approaches 

are applied to predict the CN for real fuels. Very recently, Flora et al. reported the use of a 

somewhat similar approach to determine CN for hydrocarbon mixtures.59 The compilation of the 

databases used as support in our work provides a more comprehensive database and a variety in 

terms of chemical families such as oxygenated compounds. Moreover, new mixing rules are 

proposed and validated on a large dataset of mixtures containing well-detailed composition of fuel 

surrogates. 
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Pure compounds cetane number. As a preamble, the first objective of this work was to develop 

a CN prediction model for hydrocarbons and oxygenated compounds. Since the ML-based models 

proposed by our group in the early 2010s,15,23 methodologies have evolved and numerous works 

have been published on the subject, and as mentioned above, new CN data have been made 

available. The CN prediction for pure compounds was performed by applying our now well-proven 

methodology for SVR-based model training,45,48,58 to the data collections described above. Two 

cases were investigated: in the first, only the dataset including pure compounds is taken into 

account resulting in type (I) models, while in the second, both pure compounds and mixtures are 

used to train models resulting in type (II) models. During the learning procedure, it was noted that 

models always strongly (error greater than 30 points of CN) failed in reproducing some of 

experimental CN values, and thus, ten compounds were ultimately removed from the training 

procedure. Four of these latter structures are alkyl octadec-9-enoates, with numbers of carbon 

atoms in the alkyl chain of 6, 8, 10, and 12, noting that Kim et al. also reported such structures as 

outliers because of CN trends inconsistencies.20 Propane also belongs to the ten discarded 

structures, as well as five compounds holding one or more ether functions.  

A 5-CV was applied resulting in a splitting of the database into five folds (each containing about 

120 and 235 entries for type (I) and type (II) models, respectively), plus one additional – Fold-00 

– containing the 39 compounds fixed in the Training set to avoid any violation of the applicability 

domain. It should be emphasized that the folds’ assignment defined for type (I) models is reused 

for type (II) models – supplemented with a random distribution of mixtures – which enable fair 

comparisons. The SVR hyperparameters were optimized considering the six folds, and a final SVR 

model was developed using optimized cost, epsilon, and gamma. Considering pure compounds, 

performances of type (I) and type (II) models are roughly similar (with RMSE of 5 points of CN), 
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thus only performances of type (II) models are discussed in detail. Table 2 presents for type (II) 

model RMSE and R² values calculated on the Training and Test sets for the five ephemeral models 

generated during the 5-CV. It shows that values of metrics are roughly stable from one 

decomposition to another with for instance, mean RMSE and R² values of 4.3 and 0.968 on 

Training sets, respectively. Regarding Test sets, mean RMSE and R² values are 8.4 and 0.874, 

respectively. The set of optimized hyperparameters values are 458.032, 2.747, and 1.306 for cost, 

epsilon, and gamma, respectively. 

 

Table 2. RMSE and R² values calculated on the Training and Test sets for the ephemeral SVR 

based models’ type (II) generated during the 5-CV. 

  Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 

Training      

RMSE 4.3 4.2 4.2 4.4 4.5 

R² 0.967 0.970 0.969 0.965 0.967 

Test      

RMSE 7.6 9.5 8.2 8.7 8.2 

R² 0.906 0.829 0.897 0.883 0.856 

 

Figure 4 presents the parity plot of experimental vs. predicted CN values using the type (II) SVR 

model over the entire database. All data points are not too scattered on both sides of the bisector, 

indicating that the predicted values are in good agreement with reference data. Figure 5 presents 

the distribution of errors when predicting CN values using the final SVR models of type (II). It 

shows that 89% of compounds and mixtures are predicted with an absolute error less than 5 CN 

points, and it reaches 96% if an interval [0;10[ is considered. The largest error is obtained for 1-

ethoxybutane for which the model predicts a CN value of 77 while an experimental value of 110.2 

was reported by Kim et al.20 Noting that the application of the final SVR model of type (I) a value 

of 91 was obtained. Figure 6 presents the evolution of CN values with the number of carbon atoms 
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in each hydrocarbon chain in the dialkyl ether family, and it proposes a comparison between 

experimental CN values in the database and trends obtained using the final SVR models of type 

(I) and type (II). This first highlights the aberrant nature of some experimental values for this 

family, more particularly the CN value for diethyl ether which does not follow the trend of the 

other compounds belonging to this family. This justifies our choice to discard the value for diethyl 

ether from the training process. Then, Figure 6 shows different trends returned by type (I) and type 

(II) models. Although type (I) predictions are reasonably in agreement with the trend of the 

experimental data, those of type (II) deviate slightly. It is interesting to note that some ethers are 

involved in mixtures as shown in Figure 2, more precisely dibutyl ether and dihexyl ether. As 

mixtures involving oxygenates are poorly represented in the database, the non-linear effects they 

imply are just as important. Thus, it can be assumed that the type (II) model counterbalances such 

effects underestimated individual CN values for most of dialkyl ethers.  

For most mixtures, Figure 4 shows that predictions fairly agree with reference experimental 

values. However, the largest deviation is observed for a 4-component mixture containing 

cyclohexane, 2,2,4,4,6,8,8-heptamethylnonane, n-hexadecane, oct-1-ene in molar proportions of 

0.1071:0.4962:0.2973:0.0994, for which the Type (II) model predicts a CN value of 55.6 while an 

experimental value of 78.5 is reported.44  
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Figure 4. Scatterplots of experimental vs. predicted CN values using the final SVR models of 

type (II). The pure compounds are represented with purple circles, and the mixtures with grey 

triangles. The dashed line stands for the bisector of the diagram. 

 

 

Figure 5. Distribution of errors when predicting CN values using the final SVR models of type 

(II). 
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Figure 6. Evolution of CN values with the number of carbon atoms in each branch (R) in the 

dialkyl ether (R-O-R) family. Predictions obtained using the final SVR models of type (I) and type 

(II) are compared with reference experimental CN values in the database. The dashed lines for the 

predicted values are intended to guide the eye. 

 

Mixing rules. The use of mixing rules was then investigated to predict CN of mixtures (CN𝑚𝑖𝑥). 

The model initially proposed by Ghosh and Jaffe to estimate CN𝑚𝑖𝑥 of lumps – defined as a 

compositional abstraction of fractions with significant contributions to CN –27 was used as a 

starting point, and is summarized as follows: 

CN𝑚𝑖𝑥 =  
∑ 𝜐𝑖𝛽𝑖CN𝑖

𝑁
𝑖=1

∑ 𝜐𝑖𝛽𝑖
𝑁
𝑖=1

⁄  (5) 

where i runs over the N components in the mixture, and CN𝑖 and 𝜐𝑖 are the cetane number and the 

volumetric fraction of component i, respectively. 𝛽𝑖 is an adjustable parameter to represent a 

molecule’s contribution to the CN of the fuel. As discussed, several variations of equation (5) have 

been investigated mainly by modifying the parameter 𝛽𝑖 expression and/or by replacing 𝜐𝑖  with 𝑤𝑖 

or 𝑥𝑖  the mass and mole fractions, respectively. To account for an individual contribution of each 
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molecule to the CN value, the parameter 𝛽𝑖 was thought as a function of the activity of components 

in the mixture. From comparisons performed on our collection of experimental CN values for 

mixtures, the following expression has been shown to minimize errors: 

𝛽𝑖 =  1
𝑒𝑥𝑝(𝛾𝑖)

⁄ = 𝑒𝑥𝑝(−𝛾𝑖) (6) 

where 𝛾𝑖 is the activity coefficient of the component i in the mixture. The activity coefficients were 

calculated using the original UNIFAC, a functional groups based activity coefficients model60,61 

together with a recently reoptimized set of parameters.62 It is noteworthy that the calculation of 𝛾𝑖 

requires the knowledge of mole fractions, and that 𝛾𝑖 is a temperature-dependent factor. On this 

latter point, calculations performed at temperatures typically encountered in CI engines under 

working conditions (up to 1000 K) did not improve predictions as compared to the use of 

T = 298 K. Equation (5) was powered by CN𝑖 values both extracted from experimental values 

collected in the literature and generated using type (I) and type (II) models. Table 3 summarizes 

results obtained when applying equation (5) on the database containing 572 mixtures and 

considering two cases, i.e., the parameter 𝛽𝑖 as defined in equation (6) or screened with 𝛽𝑖 = 1. 

From RMSE and MAE values reported in Table 3, it is obvious that considering non-linear 

interactions via the parameter 𝛽𝑖 improves predictions as compared to a simple linear volumetric 

mixing rule (𝛽𝑖 = 1).  Additionally, discrepancies are observed when equation (5) is either fed 

with experimental CN𝑖 or predicted using type (I) and type (II) models. With type (I) model values 

predictions are slightly less accurate than when using experimental CN𝑖. On the contrary, the use 

of CN𝑖 generated with the type (II) model leads to a noticeable improvement as compared to the 

two other sources of CN𝑖. An in-depth analysis shows discrepancies between the 544 mixtures 

involving hydrocarbons only and the 28 with at least one oxygenates. For mixtures involving 

hydrocarbons only, similar RMSE values (4.0 points of CN) are obtained when using equation (6) 
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or 𝛽𝑖 = 1. In contrast, when considering the 28 mixtures containing at least one oxygenates, RMSE 

values of 10.9 and 15.3 are obtained using equation (6) or 𝛽𝑖 = 1, respectively. Finally, in equation 

(5) replacing 𝜐𝑖  with the mass or mole fractions led to already known conclusions, i.e., the use of 

𝑤𝑖 leads to quite similar results than when 𝜐𝑖 are considered, and the use of 𝑥𝑖  strongly deteriorates 

predictions (RMSE = 7.1 and MAE = 4.6, calculated on the 572 mixtures, and feeding equation 

(5) with CN𝑖 predicted using the type (II) model). 

 

Table 3. RMSE and MAE values obtained when applying equation (5) on the database 

containing 572 mixtures. CN𝑖 values are extracted from experimental values collected in the 

literature and generated using type (I) and type (II) models.  

  Metrics CN𝑖 from Exp. CN𝑖 from Type (I) CN𝑖 from Type (II) 

𝛽𝑖=  RMSE 6.3 6.1 5.1 
 MAE 3.9 4.2 3.3 

𝛽𝑖 = 1/ 𝑒𝑥𝑝(𝛾𝑖) RMSE 5.4 5.5 4.6 

  MAE 3.6 3.9 3.2 

 

Figure 7 presents the distribution of errors when predicting CN values for the 572 mixtures using 

equation (5), equation (6), and  CN𝑖 predicted with the SVR model of type (II). It shows that 80% 

of mixtures are predicted with an absolute error less than 5 CN points, and it reaches 97% if an 

interval [0;10[ is considered. However, the largest deviation (32.9 CN points) is observed for a 4-

component mixture containing cyclohexane, 2,2,4,4,6,8,8-heptamethylnonane, n-hexadecane, oct-

1-ene in molar proportions of 0.1071:0.4962:0.2973:0.0994. It should be noted that the second 

largest deviation (28.0 CN points) is observed for the same 4-component mixture in molar 

proportions 0.1063:0.3971:0.1990:0.2976, for which the model predicts a CN value of 42.2 while 

an experimental value of 70.2 is reported.44 Interestingly, the CNs of these two mixtures are also 

poorly reproduced using the type (II) SVR model alone. In the range [20;25[ is a 2-component 
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mixture, dihexyl ether and hexan-1-ol, in two molar proportions: 0.48:0.52 and 0.67:0.33, for 

which Witkowski et al. reported experimental CN values of 64.3 and 82.9, respectively.43 Our full-

predictive approach (equation (5) powered by type (II) model predictions) leads to CN values 86.5 

and 104.8, and using individual experimental CN in combination with equation (5) leads to CN 

values of 94.0 and 115.5. 

 

Figure 7. Distribution of errors when predicting CN values for the 572 mixtures using equation 

(5), equation (6), and  CN𝑖 predicted with the SVR model of type (II). 

 

Application to the prediction of CN for real fuels. An external validation of numerical 

approaches described above was performed on a total of 27 fuel candidates, i.e., 9 blends 

containing Jet-A1 and catalytic hydrothermolysis jet, 9 blends containing Jet-A1 and 

hydroprocessed esters and fatty acids (HEFA), and 9 blends containing Jet-A1, aromatics, and 

HEFA. For all fuels, CN measurements were performed by running each sample in a single-

cylinder cooperative fuel research (CFR) engine, as specified in the American Society for Testing 

and Materials (ASTM) D613. It should be highlighted that this method is time-consuming and 



 23 

requires a large volume of sample (about 1 L). A fuel is a mixture of thousands of hydrocarbons, 

each molecule contributing to the CN of the mixture. To apply the predictive approaches 

mentioned above, it is necessary to characterize and simplify the fuels to surrogates. In previous 

works,46,47,63 fuels were analysed with gas chromatography techniques such as the two- 

dimensional gas chromatography (GCxGC) which is able to provide a detailed characterization of 

a fuel chemical composition, with only few millilitres of the fluid.64 The 27 fuels were analysed 

by means of GCxGC, and compositions were expressed as distributions of mass fractions as a 

function of the number of carbon atoms for hydrocarbon families such as n-paraffins, i-paraffins, 

naphthenes, and aromatics. Table 4 reports ranges of numbers of C atoms considered to represent 

the fuels. A representative molecular structure is attributed to each family/number of carbon atom 

bin, resulting in a fuel representation involving a maximum of 246 compounds. Each of the 27 

fuels was analysed accordingly and was represented by a surrogate containing in-between 77 and 

94 components. Compositions and experimental CN values for the 27 surrogates are available as 

Supporting Information. 

 

Table 4. Ranges of number of carbon atoms to represent the 27 fuel candidates. 

Family Formulae 
Number of 

C atoms 

n-paraffins n-CnH2n+2 3 to 30 

i-paraffins i-CnH2n+2 4 to 30 

mono-naphthenes CnH2n 6 to 30 

di-naphthenes CnH2n-2 9 to 30 

tri-naphthenes CnH2n-4 13 to 30 

mono-aromatics CnH2n-6 6 to 30 

naphtheno-mono-aromatics CnH2n-8 9 to 30 

naphtheno-mono-aromatics CnH2n-10 10 to 30 

di-aromatics CnH2n-12 10 to 30 

Naphtheno-di-aromatics CnH2n-14 12 to 30 

Naphtheno-di-aromatics CnH2n-16 13 to 30 
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The type (I) and type (II) SVR models were used to predict CN for each of the 246 representative 

molecular structures, and then equation (5) was applied to predict the CN for the 27 fuel surrogates. 

Figure 8 presents the parity plot of experimental vs. predicted CN values for the 27 fuel surrogates. 

The combination of equation (5) with type (I) or with type (II) SVR models leads to similar results, 

and an overall good agreement with experimental CN values. The largest deviations are observed 

for both combinations for the same surrogate with deviations of 6.1 and 6.7 with type (I) and type 

(II), respectively. For the 27 surrogates, the obtained RMSE and MAE are 2.7 and 2.4, and 3.0 and 

2.6, for equation (5) powered by type (I) and type (II), respectively. Noting that similar RMSE and 

MAE values are obtained when using equation (6) or 𝛽𝑖 = 1, in line with observations made for 

the 544 mixtures involving hydrocarbons only. The RMSE values calculated for the 27 surrogates 

are about 1 CN point lower than those calculated on the subset of 544 mixtures involving only 

hydrocarbons. This discrepancy could be explained by (i) the large number of hydrocarbons, each 

with a low fraction in the surrogates, contributing to a possible balance of errors; (ii) or the fact 

that the data for the 544 mixtures originates from various sources. These values are greatly inferior 

to the experimental uncertainty on the CN measurement (estimated to 5 points of CN), which 

demonstrates the relevance of the proposed numerical approach. It is noteworthy that applying the 

type (II) SVR model alone on the 27 surrogates did not lead to more accurate prediction as 

compared to the use of equation (5). 
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Figure 8. Scatterplots of experimental vs. predicted CN values for the 27 fuel surrogates, using 

equation (5) powered by either type (I) or type (II) models. The dashed line stands for the bisector 

of the diagram. The dotted lines denote deviations of 5 CN points to represent the uncertainty on 

measurements. 

 

4. Conclusions 

Numerical approaches were proposed to determine cetane number of hydrocarbons and 

oxygenated compounds and their mixtures, either in a fully predictive manner or half-predictive 

manner by powering a new mixing rule with predictive or available experimental data, 

respectively. The study was divided in three steps: (i) the prediction of pure compounds CN with 

ML-based approaches, (ii) the development and the application of mixing rules, (iii) the external 

validation of models on a set of real fuels. For each of these steps, comparisons performed with 

respect to available experimental data demonstrate the accuracy of the proposed models. When 

applying our numerical approach to real fuels, values obtained for some metrics are greatly inferior 

to the experimental uncertainty on the CN measurement (estimated to 5 points of CN), which 
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demonstrates the relevance of the proposed numerical approach. Furthermore, volumes of products 

required for the GCxGC analysis make the numerical approach very interesting for testing large 

numbers of samples as compared to CN measurements performed on CFR engines. 

In the context of low carbon fuels, the fuel reactivity through parameters like the CN is of utmost 

importance to fulfil usage requirements. This is not only relevant for internal combustion engine 

applications but also for gas turbines. Indeed, any change in the fuel reactivity can affect the engine 

operation contributing to either reconsider the fuel use or the engine characteristics. The use of 

additives can also be considered to adapt the fuel reactivity. However, the identification or even 

the development of additives that contribute to increase/decrease fuels CN remains challenging 

especially for very low reactivity fuels. The application of numerical approaches as proposed in 

this work could be considered to explore such effects. To reach this objective, efforts are still 

required such as supplementing the databases and adapting the methods to the targeted chemicals, 

for example alkyl nitrates.  
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