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A B S T R A C T

The laminar two-phase flow associated with the liquid cooling of the end-windings of an electric machine by
oil jets is investigated by means of 3D simulations using the Volume of Fluid (VoF) approach. The study focuses
on the analysis and validation of flow hydrodynamics and heat transfer, which have rarely been studied in
such depth to date for this type of configuration. Surface corrugations and rotor movements are neglected
to reduce the physical complexity of the flow and limit computational time, thus making it possible to carry
out a grid sensitivity analysis and a variation of oil properties. Using Adaptative Mesh Refinement (AMR) and
a boundary-layer grid along the end-windings surface yields limited alteration of the steady film coverage
and film Reynolds numbers when coarsening the grid. Regarding heat transfer, however, the large Prandtl
numbers of the liquid (100 < 𝑃𝑟 < 400) require fine cells at the wall (35 μm high for the conditions tested
here) to achieve grid convergence, particularly in the jet impingement areas. Variations of liquid flow rate
and oil properties are then carried out to identify key parameters in cooling, providing useful information for
future simulations as well as optimization of such a system. The results show trends in film coverage that are
consistent with previous studies in the literature: a wider film is obtained by increasing liquid flow rate or
viscosity, or by decreasing surface tension or static contact angle. However, only an increase in flow rate or
a decrease in static contact angle effectively enhance heat transfer (+78% in overall heat transfer with four
times the oil flow rate and +100% for a decrease in contact angle from 120 to 10◦). For the other cases, the
loss in film cooling efficiency (due to a lower film Reynolds number), counterbalances the higher wet surface.
An increase of 30% in heat transfer is found for a decrease in kinematic viscosity from 32 to 8.5 mm2s−1, while
the variation of surface tension (from 0.02 to 0.04 N.m−1) has a negligible effect. Over all parametric variations
tested, the average film Reynolds does not exceed 30 (with a standard deviation of similar magnitude), with
local values which do not exceed 100. Film height remains on average between 1.2 and 1.6 mm.
1. Introduction

Thermal management of electric machines is a major issue for
increasing their power density. Components such as stator windings
or rotor magnets are subject to high temperatures due to heat losses,
which can cause irreversible degradation without any effective cooling
system. Direct oil cooling architectures can complement more conven-
tional approaches, such as a water jacket surrounding the stator, to
ensure a sufficient cooling on every sensitive component, typically the
end-windings, which are not in direct contact with the water jacket. In
practice, Automatic Transmission Fluid (ATF) is used as coolant, as it is
a di-electric fluid already present in the vehicle. Designing the best di-
rect cooling architecture while ensuring machine compactness remains
challenging. Various approaches have been investigated in previous
experimental or numerical studies: rotating jets exiting from the hollow
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shaft [1–5], static impinging jets [3,6–9] or sprays [4,6,7,9,10]. All
these architectures aim to form a film covering the stator end-windings
as much as possible, offering the highest heat transfer, while reducing
the pressure losses. The flow rate and temperature of the oil as well as
its properties can also be optimized (for instance the viscosity [7]).

Experimentally, the evaluation of these systems relies mainly on
local temperature measurements inside the end-windings. These experi-
ments are complex and costly to set up, and offer only a partial thermal
assessment of the machine. They are usually complemented by three-
dimensional (3D) simulations. Computational Fluid Dynamics (CFD) is
used to simulate the two-phase flow (oil and air) and estimate heat
transfer at the end-windings surface. These simulations are weakly or
strongly coupled to thermal simulations of the solid part of the machine
https://doi.org/10.1016/j.ijheatmasstransfer.2024.126162
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(using lumped parameter thermal networks [2] or finite element anal-
ysis (FEA) [3,4,8,11,12]) to obtain a complete 3D temperature map.
Performing CFD simulations of this type of flow remains a challenge,
primarily due to the complex, multi-scale physical phenomena involved
in direct cooling, such as impinging jets on intricate surfaces and
high-Prandtl partially wetting liquid film flow. This is why advanced
modeling approaches need to be employed, that may require signifi-
cant computational resources. Direct validations of the simulated flows
remain rare and usually qualitative [6,9]: dedicated test benches with
visual access and advanced optical techniques to characterize the liquid
films are required. Local measurements of temperature in the machine
(usually end-windings) have been used to validate the modeling ap-
proach [3,8,10,11]. However, this does not fully validate the flow, as
simulated temperatures in the solid are subject to uncertainties arising
from both fluid and solid models (the latter is particularly complex to
implement, since it requires, among other things, to take into account
the machine losses, the anisentropic conductivity of certain materials,
and numerous contact resistances). This justifies a numerical study
focusing solely on two-phase flow modeling, with the aim of analyzing
and validating hydrodynamics and heat transfer. Full 3D CFD simu-
lations of direct liquid cooling of end-winding have been carried out
in few studies. In [8], Reynolds-Averaged Navier–Stokes Simulations
(RANS) of a dozen oil jets impinging the hairpin end-windings and the
stator of an electric machine were performed, coupled to a thermal
model of the machine. Comparison to local measurements of temper-
ature gave promising results, although the important assumption of a
single-phase, turbulent flow was made. The Volume of Fluid (VoF) two-
phase flow approach was used in [3], weakly coupled to a thermal
model of the machine, to simulate a cooling configuration of the end-
windings combining rotating and impinging jets. The complex structure
of the end-windings and the rotating geometry effect are accounted
for in the model, resulting in a grid of 117 million cells (for the fluid
phase only), requiring several days of simulations for a single operating
point. Results of this comprehensive simulation compare well to local
measurements of temperature. The same authors extended this work
to study the cooling induced by 25 sprays of oil on the end-windings
and rotor drum [4]. These two studies, although very comprehensive
in their consideration of physical phenomena, lack details in the nu-
merical setup: for instance the choice of grid cell size in the liquid
phase, or the approach to solve heat transfer (use of a wall law or
full resolution of the temperature field within the liquid film?) are not
explained, whereas they could serve as guidelines for future numerical
studies. Similarly, no grid sensitivity study was presented, while they
could enhance the robustness of the numerical results. A more in-depth
study of the two-phase flow was performed in [5]: also using the VoF
approach, RANS and Large-Eddy Simulations (LES) of a scaled rotor end
ring, cooled by two rotating oil jets exiting the rotor shaft, were carried
out. The jet breakup and impingement, film coverage and heat transfer
were analyzed, and their sensitivity to the numerical approach (RANS
or LES) or to the grid was investigated. If the jet was little altered
by the variations tested, the impingement area and the subsequent
film coverage seemed to require a high resolution method, due to the
turbulence induced by the rotating jets. The authors notably suggest
the coupling of the VoF model to a Lagrangian model to better account
for the jet break-up due to the rotor spinning. A convergence in heat
transfer was also achieved for a fine grid in the film (less than 50 μm).

The present study aims to follow a similar approach to that pre-
sented in [5], considering a cooling by dripping nozzles. This system
consists in a few oil jets impinging the top of the end-windings at low
velocities. It proved to be one of the most efficient approaches [6,
7,9], enabling a significant film coverage while limiting the pressure
loss. The objective of the present study is twofold. First, Volume of
Fluid (VoF) simulations of a full-scale end-windings cooled by five
laminar impinging jets forming a film are carried out. Compared to

previous numerical works, the setup is simplified: no thermal model

2 
of the electric machine, no rotation of the rotor and a smooth end-
windings surface are considered. This breaks down the excessively
complex physical phenomena involved into a simpler case which can be
simulated with a reasonable computational time, allowing to conduct a
grid sensitivity analysis. The latter is based on a detailed hydrodynamic
and thermal film characterization which, to the best of the author’s
knowledge, has never been conducted in the numerical studies listed
previously; its objective is to propose best practices regarding grid
definition, along with validation criteria for the flow, especially when
direct experimental measurements are unavailable. In a second phase,
the numerical setup offering the best compromise between accuracy
and computational time is used to evaluate the sensitivity of the cooling
system to the oil flow rate and to certain oil properties. These properties
either exhibit significant variability among different oils (e.g. viscos-
ity [7]), or are rarely known with accuracy (e.g. surface tension or
static contact angle, whose values are very rarely provided in previous
studies). Again, to the best of the author’s knowledge, such an extensive
numerical sensitivity study has never been carried out in conditions as
close as possible to a realistic industrial setup. The aim is to identify the
first-order oil properties in the end-windings cooling, and the physical
mechanism involved.

Obviously, the simplifying assumptions adopted in this study pre-
clude any general conclusion about the oil flow encountered in an
actual electric machine directly cooled by oil. A numerical study includ-
ing both rotor movement and end-winding roughness is the authors’
final objective but was considered too ambitious at first (both in terms
of modeling and computational efforts involved). Instead, by proposing
a first comprehensive analysis of this type of flow (even simplified), to-
gether with a grid strategy allowing for the prediction of heat transfer,
the present work aims at paving the way towards fully realistic and
validated simulations of end-windings cooled by oil jets.

Finally, it should be noted that the present work is a continuation
of previous simulations of high Prandlt number liquid jets impacting a
heated flat plate [13]. The same numerical approach, which has been
validated by measurements of mean surface heat transfer in [13], is
applied for these new simulations.

The following study is organized as follows: the first section is
dedicated to the numerical setup, with a description of the electric
machine and of its cooling architecture, on which the simulations are
based, followed by details on the computational domain, the oper-
ating conditions, the grid strategy and the numerical methods. The
grid sensitivity analysis is described in Section 3, which includes an
analysis of heat transfer in the jet impingement areas and a statistical
description of the film. Finally, Section 4 studies the impact of oil flow
rate, oil viscosity, surface tension and static contact angle on the film
hydrodynamics and heat transfer.

2. Numerical setup

2.1. Description of the electric machine

An electric machine (Fig. 1(a)), representative of a commercial
traction electric machine, has been specifically designed to experimen-
tally evaluate the efficiency of direct oil cooling [7]. In addition to
a conventional cooling system using a water jacket surrounding the
stator, an oil circuit has been integrated, whose modular design enables
various oil injection architectures to be tested: flat jet nozzle, full
cone nozzle, impinging circular jets, etc. The water and oil circuits
have been instrumented with pressure and temperature sensors, and
a series of thermocouples has been integrated into the stator windings,
allowing a precise thermal evaluation of the machine. Tests have been
performed for four oils at different injection temperatures, combined
or not to water cooling, during no-load and load tests at different
rotational speeds (up to 14,000 rpm). A significant decrease in the
coil end-windings temperature could be observed when adding a direct
cooling system to the conventional water jacket, proving the interest



A. Poubeau et al. International Journal of Heat and Mass Transfer 235 (2024) 126162 
Fig. 1. General architecture of the electric machine (a) and schematic of the oil cooling system considered in the present study (b).
Source: From [7].
of the approach (detailed results can be found in [7]). The present
study focuses on the dripping architecture, found to be one of the
most efficient cooling systems, represented in Fig. 1(b). It consists in a
ring, placed around the end-windings, with 5 outlet holes of diameter
3.2 mm located on top. The flow rate ranges from 120 to 480 l/h,
allowing the formation of 5 impinging jets forming a film on the
end-windings. Although the present study focuses exclusively on the
flow resulting from the direct liquid cooling, for which no dedicated
experimental characterization could be carried out, the simulation of
this particular configuration nevertheless has two advantages. First,
it is representative of an actual electric machine, meaning that even
with the simplifying assumptions considered here (detailed in the next
section), the numerical setup remains realistic in terms of geometry and
operating conditions. Secondly, in the future, the present simulations
can be strongly or weakly coupled to thermal simulations of the ma-
chine, allowing the comparison of resulting temperatures in the solids
to the thermocouples measurements. Consequently, the experimental
data here are mainly used as inputs for a realistic numerical setup.
Some purely qualitative comparisons between experimental and numer-
ical results are proposed for the variations of oil flow rate (Section 4.1)
and viscosity (Section 4.2). However, the validation of the present
numerical approach relies mainly on the grid sensitivity study and the
subsequent flow analysis described in Section 3.

2.2. Computational domain and operating conditions

Given the complexity of the flow and the relatively large scale of the
machine, a few simplifying assumptions are adopted to enable a large
number of simulations to be carried out (including a grid sensitivity
analysis and a variation of the operating conditions) while maintaining
a reasonable computational time. First, the computational domain is
reduced to one side of the machine. Secondly, the potential interactions
between the liquid film and the air entrained by the rotor are neglected.
The rotor is then kept in a fixed position, and the flow through the
air gap is not considered. Thirdly, the oil ring (shown in Fig. 1(b))
is not included: a dedicated, 3D single-phase simulation of the flow
through the oil ring was carried out beforehand, in order to determine
the distribution of the oil flow rate in the various nozzle exits, which
are then used as the inlet conditions of this setup. Finally, the effect
of the corrugated surface of the end-windings on flow hydrodynamics
and heat transfer is not studied here. Indeed, recent works showed
that a very fine grid resolution seems necessary to correctly predict
heat transfer for this type of surface [14]. These requirements are
not realistically compatible with the spatial scales considered in the
present study, therefore the surface is considered fully smooth. The
3 
computational domain is represented in Fig. 2(a): a symmetry condition
is applied on the plane 𝑦 = 0, reducing even further the domain. The
three injectors (including the one in the symmetry plane) are located
on top of the end-windings. Film hydrodynamics and heat transfer
are studied on the surface of the end-windings, represented in blue
in Fig. 2(b). To allow a local characterization of the film, this surface
is decomposed into 3 parts: the outer, inner and side surface, whose
respective areas are indicated in Table 1.

Initially, the domain is filled with air at temperature 𝑇𝑎 = 20 ◦C
and pressure 𝑃𝑎 = 1 bar. No-slip and isothermal boundary conditions
are imposed on all walls. Specifically, the surface temperature of the
end-windings is fixed at 𝑇𝑠 = 67 ◦C, which is coherent with the
temperature measurements in [7]. The temperature of the other walls
(rotor and end-shield) is fixed at 40 ◦C. This value was chosen in the
absence of temperature measurement, however it should be noted that
hydrodynamics and heat transfer are only studied on the end-windings,
and should be little affected by the flow over the rotor and/or the
end-shield. These values of surface temperature are kept constant in
all simulations presented in this study. An outlet boundary condition is
placed at the bottom of the domain, as indicated in Fig. 2(a). Regarding
the conditions of oil injection, as mentioned previously, they were
determined by dedicated simulations of the oil ring (not detailed here).
The analysis of these simulations showed that, due to the geometry of
the oil ring and the position of its oil inlet, the flow rate of the central
injector (no. 1 in Fig. 2(a)) is nearly 1.2 times larger than those of the
side injectors (no. 2 and 3 here). This difference was reproduced in the
present simulations. For the reference flow rate 𝜈̇ = 2.85 l min−1 (value
corresponding to the cooling of one side of the machine), the flow rates
imposed for the central and side injectors are 0.65 and 0.55 l min−1,
respectively. The oil temperature at the inlet is fixed at 𝑇𝑓 = 40 ◦C.
For all simulations, the oil properties, including thermal conductivity,
heat capacity and density are held constant and chosen at the fluid
temperature at the inlet 𝑇𝑓 : 𝑘𝑓 = 0.137 W(m K)−1, 𝑐𝑝,𝑓 = 2090 J (kg K)−1

and 𝜌𝑓 = 814 kg m−3. A variation of the oil viscosity 𝜈𝑓 , surface tension
𝜎, static contact angle 𝜃𝑠 as well as oil flow rate 𝜈̇ is carried out to study
their impact on flow hydrodynamics and heat transfer (see Section 4).
Values are listed in Table 2, where conditions for the reference case
(used for the grid sensitivity analysis in Section 3) are denoted by an
asterisk. The wide range of simulated viscosities is representative of
the oils tested in [7]. The impact of the variation of viscosity with
temperature is also tested, using Walther’s equation [15] to estimate
a realistic relation 𝜈𝑓 = 𝑓 (𝑇 ):
ln ln(𝜈𝑓 + 0.7) = 𝑚 ln 𝑇 + 𝐶 (1)
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Fig. 2. Computational domain (a) and decomposition of the simplified end-windings surface (b) (in blue: location of the boundary-layer grid). (For interpretation of the references
to color in this figure legend, the reader is referred to the web version of this article.)
Table 1
Surface area of the end-windings parts (in cm2).
𝑆𝑜𝑢𝑡𝑒𝑟 𝑆𝑖𝑛𝑛𝑒𝑟 𝑆𝑠𝑖𝑑𝑒 𝑆𝑡𝑜𝑡𝑎𝑙

85.2 52.5 70.3 208.0

where 𝑚 = −3.146 (value taken from [16] for automatic transmission
fluid) and 𝐶 = 19.092, imposed so that 𝜈𝑓 (𝑇 = 𝑇𝑓 ) = 15 mm2 s−1. Oil
surface tension and static contact angle have rarely been characterized
in previous experimental or numerical studies in the context of electric
machine cooling; it is therefore interesting to study their impact on the
flow. The variation of the surface tension coefficient remains in the
order of magnitude of values given in [16] for automatic transmission
fluid. Regarding the static contact angle, five values are tested, from
hydrophilic (𝜃𝑠 = 10◦) to hydrophobic (𝜃𝑠 = 120◦) angles.

Impinging jets are usually characterized by their Reynolds number
𝑅𝑒𝑗 , based on the jet bulk velocity 𝑢𝑓 and the nozzle diameter 𝑑. Here,
the bulk velocity is estimated from the fluid mass flow rate 𝑚̇:

𝑅𝑒𝑗 =
𝑢𝑓𝑑
𝜈𝑓

= 4𝑚̇
𝜋𝜇𝑓𝑑

(2)

The Prandtl number of the fluid, the ratio of momentum diffusivity to
thermal diffusivity, is defined as follows:

𝑃𝑟 =
𝑐𝑝,𝑓𝜇𝑓
𝑘𝑓

(3)

For the conditions of flow rate and viscosity tested in the present study,
𝑅𝑒𝑗 ranges between 135 and 805, and 𝑃𝑟 between 107 and 396 (see
Table 3).

2.3. Grid definition

The computational grid should be able to capture the position of the
liquid/gas interface while also ensuring a sufficient resolution within
the liquid film thickness to accurately predict both hydrodynamics
and heat transfer. In the computational domain, the grid is automat-
ically discretized using the cut-cell Cartesian method implemented in
4 
Table 2
Variation of fluid properties and flow rate.

Parameter Values

𝑣̇ (l min−1) 1.8, 2.85a, 5, 8
𝜈𝑓 (mm2 s−1) 8.5, 15a, 32, 𝜈𝑓 = 𝑓 (𝑇 )
𝜎 (m Nm−1) 20, 25, 30a, 35, 40
𝜃𝑠 (◦) 10, 30a, 60, 90, 120

a Reference case.

CONVERGE [17]. The Adaptative Mesh Refinement (AMR) approach is
used to dynamically and automatically refine the grid at the liquid/gas
interface, i.e. in the regions of high gradients of void fraction 𝛼. Three
different cell sizes of AMR are tested in Section 3 for the reference
operating conditions: 0.2, 0.3 and 0.4 mm. In the outlet region of the
computational domain, under the end-windings, the AMR cell size is
increased by a factor 2 to limit the total number of cells. In addition to
the AMR, a boundary-layer (b.–l.) grid is imposed on most of the end-
windings surface (blue area in Fig. 2(b)). Four b.–l. grids are tested in
Section 3 for the reference operating conditions, with the objective to
find the minimal resolution required for accurate predictions of flow
hydrodynamics and heat transfer. The high Prandtl numbers of the
studied flows mean that the thermal boundary layer thickness 𝛿𝑡 is
smaller than the hydrodynamic layer thickness 𝛿: solving heat transfer
is more constraining in terms of grid resolution. The minimum cell size
at the wall 𝛥𝑚𝑖𝑛 and total number of cells within 𝛥𝑡𝑜𝑡 vary as detailed
in Table 4. For the 4 grids, the resolution tangential to the wall is
0.5 mm and the total height of the b.–l. grids 𝛥𝑡𝑜𝑡 remains constant, at
0.4 mm (except for grid 𝛥𝑚𝑖𝑛 = 300 μm, which contains only one cell
within 𝛥𝑡𝑜𝑡). The finest b.–l. grid, 𝛥𝑚𝑖𝑛 = 35 μm, aims at fully solving heat
transfer in the entire flow, including the jet stagnation zones, where
heat transfer are maximum (so where 𝛿𝑡 is the thinnest) [13,18,19].
An analytical approach [20] correlates the thermal boundary layer
thickness in the stagnation zone 𝛿𝑡,𝑠𝑡𝑎𝑔𝑛 with the nozzle diameter 𝑑, 𝑅𝑒𝑗
and 𝑃𝑟 numbers:

𝛿 ∼ 𝑑𝑅𝑒−1∕2𝑃𝑟−1∕3 (4)
𝑡,𝑠𝑡𝑎𝑔𝑛 𝑗
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Fig. 3. Slice of the computational domain in 𝑥 = 0, passing through the liquid jet centers (slice location is depicted on the right), showing the grid in the liquid film between jets
no. 1 and 2. The black line represents the position of the liquid/gas interface (iso-contour 𝛼 = 0.5).
Table 3
Values of 𝑃𝑟 number, 𝑅𝑒𝑗 number and 𝛿𝑡,𝑠𝑡𝑎𝑔𝑛 for the variations of viscosity and liquid
flow rates.

Parameter Pr Jet # 1 Jet # 2

𝑅𝑒𝑗 𝛿𝑡,𝑠𝑡𝑎𝑔𝑛 (μm) 𝑅𝑒𝑗 𝛿𝑡,𝑠𝑡𝑎𝑔𝑛 (μm)

𝑣̇ (l min−1) 1.8

186.2

181.3 41.6 153.4 45.2
2.85a 287.0 33.1 242.8 36.0
5 503.5 25.0 426.0 27.2
8 805.6 19.7 681.6 21.5

𝜈𝑓 (mm2 s−1) 8.5 106.6 508.3 29.9 430.1 32.5
15a 186.2 287.0 33.1 242.8 36.0
32 396.1 134.9 37.5 114.1 40.8

Reference case.

he numerical evaluation of Eq. (4) for the operating points in Table 2
orresponding to the variations of liquid flow rate and viscosity is given
n Table 3: 𝛿𝑡,𝑠𝑡𝑎𝑔𝑛 ranges between 19.7 and 45.2 μm. A grid sensitivity
nalysis carried out in [13] showed that accurate predictions of heat
ransfer in the impinging jet area are achieved if at least one grid cell
s imposed within 𝛿𝑡,𝑠𝑡𝑎𝑔𝑛. If the height of the first cell 𝛥𝑚𝑖𝑛 is 2 or

times 𝛿𝑡,𝑠𝑡𝑎𝑔𝑛, heat transfer in the stagnation zone are expected to
e under-predicted, but the error in heat transfer prediction averaged
ver a surface of radius 3𝑑 from the impinging point should be limited
less than 10%). Based on these conclusions, the finest grid should
dequately solve heat transfer for the reference conditions, even for
he stagnation zone, as 𝛥𝑚𝑖𝑛 = 35 μm is close to 𝛿𝑡,𝑠𝑡𝑎𝑔𝑛 (33.1 μm for
et 1 and 36 μm for jets 2 and 3). Secondly, the error in heat transfer
rediction induced by the grid 𝛥𝑚𝑖𝑛 = 100 μm should not exceed 10%
n the reference case. This aspects, as well as the hydrodynamics and
eat transfer obtained for the two other b.–l. grids, are evaluated in
ection 3. Finally, on the side of the end-windings without b.–l. grid
gray areas in Fig. 2), a fixed cell size of 300 μm was imposed close to
he wall, with a first off-wall cell of 150 μm height, to ensure relevant
ydrodynamics and heat transfer predictions.

The grid strategy is illustrated in Fig. 3 which shows, for the portion
f film between jets no. 1 and 2, the grid refinement at the gas/liquid
nterface for an AMR cell size of 0.3 mm, and the b.–l. grid with
𝑚𝑖𝑛 = 100 μm.

.4. Numerical methods

The two-phase flow is modeled by the VoF approach [21]. Both
hases are considered incompressible and share a mass, momentum and
5 
Table 4
Variation of b.-l. grid definitions.
𝛥𝑚𝑖𝑛 ER 𝛥𝑡𝑜𝑡 No. of cells Tot. no. of cells
(μm) (mm) within 𝛥𝑡𝑜𝑡 in the b.-l. grid

35 1.4 0.38 5 737,000
100 1.14 0.4 4 637,000
200 1 0.4 2 436,000
300 1 0.3 1 334,000

energy equation. Specifically, the momentum equation accounts for the
gravitational acceleration and the surface tension effects:

𝜌
[

𝜕𝑢𝑖
𝜕𝑡

+
𝜕(𝑢𝑗𝑢𝑖)
𝜕𝑥𝑗

]

= −
𝜕𝑝
𝜕𝑥𝑖

+ 𝜕
𝜕𝑥𝑗

[

𝜇
(

𝜕𝑢𝑖
𝜕𝑥𝑗

+
𝜕𝑢𝑗
𝜕𝑥𝑖

)]

+ 𝜌𝑔𝑖 + 𝜎𝜅𝑛𝑖 (5)

where 𝑔 is the gravitational acceleration, 𝜎 the surface tension of the
liquid, 𝜅 the curvature and 𝐧 the unit normal to the interface. In
addition to the mass, momentum and energy, the volume fraction 𝛼
is also transported to describe the evolution of the free surface in time:

𝜕𝛼
𝜕𝑡

+ 𝑢𝑗
𝜕𝛼
𝜕𝑥𝑗

= 0 (6)

The value of 𝛼 indicates the presence (𝛼 = 1) or absence (𝛼 = 0) of
gas in the control volume. Finally, the following constitutive relations
between material properties are considered:

𝜌 = 𝜌𝑔𝛼 + 𝜌𝑓 (1 − 𝛼) (7)

𝜇 = 𝜇𝑔𝛼 + 𝜇𝑓 (1 − 𝛼) (8)

where indices g and f represent the gas and liquid properties, respec-
tively. Eqs. (5)–(8) are solved in the finite-volume CFD code CON-
VERGE (v3.1.6). Considering the low values of Reynolds number en-
countered, no turbulence model was used. A pressure-based PISO al-
gorithm (with a tolerance fixed at 10−3) is applied, and pressure,
momentum and energy terms are discretized with a second-order up-
wind scheme. Time step is limited by the maximum convection CFL
number, fixed at 0.75 for all cases. To discretize the convective term
in the transport equation of 𝛼 (Eq. (6)), the High-Resolution Interface
Capturing (HRIC) scheme is used [22].

The calculation of the surface tension term in Eq. (5) is based on
the Continuum Surface Force (CSF) model of Brackbill [23]. The vector
normal to interface is then written

𝑛𝑖 =
𝜕𝛼

(

|

|

|

𝜕𝛼 |

|

|

)−1
(9)
𝜕𝑥𝑖 |
𝜕𝑥𝑖 |
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and curvature 𝜅:

𝜅 = −
𝜕𝑛𝑖
𝜕𝑥𝑖

(10)

To compute n and 𝜅 in the contact line cell, a static contact angle 𝜃𝑠 is
specified. The surface normal in the contact line cell is then written

𝑛𝑖 = 𝑛𝑤,𝑖 cos(𝜃𝑠) + 𝑡𝑤,𝑖 sin(𝜃𝑠) (11)

where 𝑛𝑤,𝑖 and 𝑡𝑤,𝑖 are the unit vectors normal and tangential to the
wall, respectively.

This numerical approach has been validated for simulations of
falling liquid films with side contact lines on a flat plate, for which
experimental characterization exists [24]. Results are presented in Ap-
pendix.

3. Grid sensitivity analysis for hydrodynamics and heat transfer
predictions

3.1. Simulation convergence and flow visualization

A preliminary analysis of the flow features and convergence is
conducted for the reference operating conditions, with intermediate
AMR cell size (0.3 mm) and b. –l. grid (𝛥𝑚𝑖𝑛 = 100 μm). Fig. 4 depicts
the temporal evolution of wet surface ratio 𝜉, defined as the surface
of end-windings covered by the oil film (𝑆𝑓𝑖𝑙𝑚), divided by the total
surface (𝑆𝑡𝑜𝑡𝑎𝑙):

𝜉 =
𝑆𝑓𝑖𝑙𝑚

𝑆𝑡𝑜𝑡𝑎𝑙
(12)

This ratio is also computed for the three parts composing the end-
windings, depicted in Fig. 2(b). At least 4 s of physical time seem
necessary to establish the film formation over the end-windings. At
𝑡 = 5 s, the film covers 75% of the end-windings surface, with local
variations: 92% of the inner surface is covered by oil, against 59% of
the side surface. The outer surface, which included the jet impinging
area, is covered at 77%. These percentages are illustrated in Fig. 5(a),
depicting the film covering the end-windings (represented by an iso-
contour of void fraction 𝛼 = 0.5). Jet interactions and hydrodynamics
waves are visible on the outer surface. As the film flows down the
end-windings, it gets detached and drips to the outlet. The rotor gets
partially covered by the film, but this aspect is not studied further in
the present work. Heat transfer on the end-windings due to both air and
liquid film cooling is characterized by the local heat transfer coefficient
(HTC) ℎ, defined as

ℎ =
𝑞̇

𝑇𝑠 − 𝑇𝑓
(13)

where 𝑞̇ is the heat flux. Considering that 𝑇𝑠 and 𝑇𝑓 are constant
values in the present simulations, ℎ is directly proportional to 𝑞̇. The
distribution of ℎ over the end-windings surface is shown in Fig. 5(b) (in
logarithmic scale). A peak of HTC, above 1500 W K−1 m−2, is visible in
the jet impingement areas, under the injectors. Elsewhere in the film,
values of HTC range mostly between 300 and 600 W K−1 m−2. The
surface-averaged HTC is calculated as follows:

ℎ =
𝑞̇

𝑇𝑠 − 𝑇𝑓
(14)

In order to assess the cooling efficiency of the liquid film only, surface-
averaged HTC is also computed on the wet surface:

ℎ𝑓𝑖𝑙𝑚 =
𝑞̇

𝑇𝑠 − 𝑇𝑓

|

|

|

|

|𝛼≤0.5
(15)

The temporal evolution of ℎ and ℎ𝑓𝑖𝑙𝑚 for the different parts of the
end-windings is represented in Figs. 6(a) and 6(b) respectively. As for
the wet surface ratio, steady-state is reached after 4 s. At 𝑡 = 5 s,
ℎ = 365 W K−1 m−2 and ℎ𝑓𝑖𝑙𝑚 = 457 W K−1 m−2 over the end-
windings surface. The film covering the outer surface has the highest
6 
Fig. 4. Temporal evolution of wet surface ratio for each part of the end-windings (ref.
operating conditions, AMR = 0.3 mm, b.–l. grid with 𝛥𝑚𝑖𝑛 = 100 μm).

cooling efficiency (due the contribution of the jets) with ℎ𝑓𝑖𝑙𝑚,𝑜𝑢𝑡𝑒𝑟 =
560 W K−1 m−2, which is 22% higher than ℎ𝑓𝑖𝑙𝑚. The share of liquid
cooling due to the outer surface on the total liquid cooling can be
estimated by the following equation:

𝑞𝑓𝑖𝑙𝑚,𝑜𝑢𝑡𝑒𝑟
𝑞𝑓𝑖𝑙𝑚

=
ℎ𝑓𝑖𝑙𝑚,𝑜𝑢𝑡𝑒𝑟 𝜉𝑜𝑢𝑡𝑒𝑟 𝑆𝑜𝑢𝑡𝑒𝑟

ℎ𝑓𝑖𝑙𝑚 𝜉 𝑆𝑡𝑜𝑡𝑎𝑙

(16)

where 𝑞𝑓𝑖𝑙𝑚,𝑜𝑢𝑡𝑒𝑟 and 𝑞𝑓𝑖𝑙𝑚 are the heat transfer rates due to the film on
the outer and total surfaces of end-windings, respectively. Eq. (16) gives
0.52, meaning the film on the outer surface is responsible for 52% of
the film cooling over the end-windings, while its area represents 40% of
the total surface, covered at 77% by film. The cooling efficiency of both
inner and side surfaces are similar (ℎ𝑓𝑖𝑙𝑚 = 397 and 377 W K−1 m−2, re-
spectively), but the lower wetting ratio of the side surface (59%) entails
lower HTC ℎ on this surface, as visible in Fig. 6(a). The observations
made in this section regarding the surface wetting and heat transfer are
only valid for the reference operating point, and vary with the flow rate
and liquid properties, as seen in Section 4.

Note: the resulting return time for 5 s of simulation is about 1.5
day on 4 nodes (8 CPUs Intel Skylake G-6140, 144 cores), representing
5415 CPU hours.

3.2. Impact of liquid/gas interface resolution

The impact of AMR cell size, allowing a refinement of the grid
at the liquid/gas interface of the flow, is assessed for the reference
operating conditions. The numerical setup is similar to that described
in Section 3.1, with the b.–l. grid of minimal resolution 𝛥𝑚𝑖𝑛 = 100 μm
imposed on the end-windings surface. The objective is twofold: ensur-
ing a minimal resolution within the film thickness (which is necessary
to compare heat transfer predictions) and avoiding any impact of the
AMR cell size on the triple line modeling by keeping the same cell
size at the wall. Three cell sizes are tested: 0.2, 0.3 and 0.4 mm
(the case with 0.3 mm corresponds to the simulation presented in the
previous section). Results are summarized in Table 5. The impact of the
resolution at the interface seems negligible on the wet surface ratio 𝜉.
Regarding heat transfer, a slight decrease in ℎ and ℎ𝑓𝑖𝑙𝑚 can be noted
when decreasing the cell size. However, the additional computational
time induced by the finest grid is prohibitive: 15,500 CPU hours for 5 s
of physical time, which represents a return time of 4.5 days using 4
nodes. For the rest of the study, the AMR cell size of 0.3 mm is chosen,
as it gives a relatively small error compared to the finest grid (+1.7%
on ℎ and +4.6% on ℎ𝑓𝑖𝑙𝑚) while allowing a manageable computational
time.
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Fig. 5. Iso-contour of void fraction 𝛼 = 0.5 (a) and surface of end-windings colored
in HTC (b) at 𝑡 = 5 s (ref. operating conditions, AMR = 0.3 mm, b.–l. grid with
𝛥𝑚𝑖𝑛 = 100 μm). Injectors are represented in gray to facilitate the understanding. (For
interpretation of the references to color in this figure legend, the reader is referred to
the web version of this article.)

Table 5
Wet surface ratio and surface-averaged HTC over the end-windings, tot. number of cells
in the computational domain (at 𝑡 = 5 s) and CPU hours for 5 s of simulation for the
variation of AMR cell size.

AMR cell size [mm] 0.2 0.3 0.4

𝜉 0.77 0.75 0.77

HTC [W K−1 m−2]
ℎ 359 365 378
rel. diff. to AMR = 0.2 mm [%] – +1.7 +5.3
ℎ𝑓𝑖𝑙𝑚 437 457 469
rel. diff. to AMR = 0.2 mm [%] – +4.6 +7.3

Numerical aspects
No. cells [million] 7.2 3.0 1.8
CPU hours 15,500 5415 4280

3.3. Impact of boundary-layer grid resolution

The resolution within the film thickness, and particularly the hy-
drodynamic and thermal boundary layers, is mostly determined by the
b.–l. grid. The variation of b.–l. grid described in Table 4 is carried
out keeping a fixed AMR cell size at 0.3 mm and for the reference
operating conditions. Regarding the film hydrodynamics, there is a
strong transient effect for the finest grid (𝛥𝑚𝑖𝑛 = 35 μm), visible in Fig. 7,
depicting the temporal evolution of the wet surface ratio over the end-
windings. If the steady-state is only slightly impacted, nearly 10 s of
physical time are required to converge the simulation, which largely
doubles the computational time, as shown in Table 6. The contact line
modeling approach followed here may explain this behavior, since it
7 
Fig. 6. Temporal evolution of ℎ (a) and ℎ𝑓𝑖𝑙𝑚 (b) for each part of the end-windings
(ref. operating conditions, AMR = 0.3 mm, b.–l. grid with 𝛥𝑚𝑖𝑛 = 100 μm).

is based on a static contact angle model with a no-slip condition on
the wall, which is known to cause the viscous stresses at the contact
line to diverge when refining the grid size [25–27]. In these conditions,
previous simulations of a droplet spreading on a wall [27] showed a
strong sensitivity of the spreading time of the drop to the grid, even
if the final state was not impacted. The use of a dynamic contact
angle model, like Cox’s [28], could mitigate this grid sensitivity [27],
possibly in conjunction with a Navier slip model [26]. These aspects
deserve a dedicated numerical study, with relevant experimental data
for comparison and validation. However, as the effects associated with
contact line modeling appear to influence transient behavior without
altering the final state, we consider these effects to be negligible in the
context of our analysis.

The ratio of wet surface 𝜉 tends to decrease as the grid coarsens
(from 0.77 down to 0.68 for 𝛥𝑚𝑖𝑛 = 200 μm according to Table 6).
This decrease can be mostly attributed to the side surface of the end-
windings (from 0.72 down to 0.43), and is even noticeable in Fig. 8
depicting the film. An even finer grid may be needed to model the
film on this surface, perhaps due to the thinner film thickness on this
location (see Section 3.5).

Regarding predictions of heat transfer, values of ℎ and ℎ𝑓𝑖𝑙𝑚 tend to
decrease as the grid is refined (see Table 6). The b.–l. grid 𝛥𝑚𝑖𝑛 = 100 μm
gives very close predictions to the finest grid 𝛥𝑚𝑖𝑛 = 35 μm, with
a relative difference of 6 and 8% for ℎ and ℎ𝑓𝑖𝑙𝑚, respectively. This
difference gets larger than 20% for the two coarsest b.–l. grids. With
a small error in film covering and surface-averaged heat transfer, the
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Fig. 7. Temporal evolution of wet surface ratio for 4 b.–l. grids (ref. operating
conditions, AMR = 0.3 mm).

Table 6
Wet surface ratio and surface-averaged HTC over the end-windings, tot. number of cells
in the computational domain (at 𝑡 = 5 s) and CPU hours for the variation of b.-l. grid.
𝛥𝑚𝑖𝑛 [μm] 35 100 200 300

Wet surface ratio
𝜉 0.77 0.75 0.68 0.71
𝜉𝑠𝑖𝑑𝑒 0.72 0.59 0.50 0.43

HTC [W∕K∕m2]
ℎ 344 364 412 451
rel. diff. to 𝛥𝑚𝑖𝑛 = 35 μm [%] – +6 +20 +31
ℎ𝑓𝑖𝑙𝑚 424 457 547 546
rel. diff. to 𝛥𝑚𝑖𝑛 = 35 μm [%] – +8 +29 +29
ℎ𝑓𝑖𝑙𝑚 (outer surf., 𝑧 ≥ 0) 693 737 760 681
rel. diff. to 𝛥𝑚𝑖𝑛 = 35 μm [%] – +6 +10 −2

Numerical aspects
No. cells [million] 3.3 3.0 2.8 2.7
CPU hours (5 s) 6200 5415 4600 4600
CPU hours (10 s) 12,900 – – –

grid 𝛥𝑚𝑖𝑛 = 100 μm seems to give results comparable to the finest grid,
for half the computational time. Further local, quantitative comparisons
are carried out in Sections 3.4 and 3.5 to confirm this first observation.

3.4. Study of heat transfer in the jet impingement areas

As shown in Fig. 5(b), maximum values of HTC are reached in the
jet impingement areas, where thermal boundary layer thickness 𝛿𝑡 is
at a minimum. In this area, heat transfer predictions are particularly
sensitive to the b.–l. grid. This is illustrated in Fig. 9, showing the
evolution as a function of 𝜃 of local HTC ℎ in the vicinity of jet no.
2 impingement area, in the plane 𝑥 = 0 (plane and angle 𝜃 are depicted
in Fig. 3). To ease interpretation, an offset 𝜃2 = 1.13 rad is applied to
the 𝑥-axis, corresponding to the location of stagnation point of jet no.
2. Peak value of ℎ increases as the grid gets finer, with a factor larger
than 5 between the coarsest and the finest grids. At this location, 𝛿𝑡
has reached a minimum, and only the finest grid offers enough cells
at the wall for an acceptable resolution of 𝛿𝑡 and therefore of heat
transfer, as explained in more details at the end of this section. To
validate the predictions of grid 𝛥𝑚𝑖𝑛 = 35 μm, previous correlations
for stagnation zone Nusselt number 𝑁𝑢0, derived from fully resolved
numerical simulations of impinging jets in similar ranges of 𝑅𝑒𝑗 and 𝑃𝑟
numbers [13], can be applied. The following correlation was obtained:

𝑁𝑢0 = 1.287𝑅𝑒0.49𝑗 𝑃𝑟1∕3 (17)

where 𝑁𝑢0 = ℎ0𝑑∕𝑘𝑓 (ℎ0 being the value of ℎ at the stagnation point).
For jet no. 2, Eq. (17) gives ℎ = 4900 W m−2 K−1, based on values of
0
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𝑅𝑒𝑗 and 𝑃𝑟 given in Table 3. For the finest b.–l. grid 𝛥𝑚𝑖𝑛 = 35 μm, a
similar value is obtained (ℎ0 = 5500 W m−2 K−1). This suggests that this
grid may be fine enough to predict heat transfer on the jet impingement
areas, and therefore on the entire end-windings.

If the three coarser grids entail a considerable error in the prediction
of maximum HTC, this is not the case for surface-averaged HTC. Table 6
lists values of ℎ𝑓𝑖𝑙𝑚 for the upper part of the outer surface (𝑧 ≥ 0),
which includes all jet impingement areas. This zone is fully covered
by the film for all four b.–l. grids (so ℎ = ℎ𝑓𝑖𝑙𝑚), which rules out any
difference in heat transfer between them due to a change in 𝜉. For grids
𝛥𝑚𝑖𝑛 = 100 and 200 μm, ℎ𝑓𝑖𝑙𝑚 is over-estimated by only 6 and 10%,
respectively, compared to 𝛥𝑚𝑖𝑛 = 35 μm. This over-estimation as the grid
coarsen, while maxima of HTC are actually under-estimated, can be
explained with the example of jet no. 2 in Fig. 9. For grid 𝛥𝑚𝑖𝑛 = 100 μm,
heat transfer are over-estimated for 0.04 < |𝜃 − 𝜃2| < 0.1 compared
to the finest grid, before reaching similar values for |𝜃 − 𝜃2| ≥ 0.1. In
terms of impact on the surface-averaged heat transfer, this local over-
estimation of heat transfer prevails over the under-prediction of the
peak of HTC. As for the similar HTC for |𝜃 − 𝜃2| ≥ 0.1 between the two
grids, it suggests that grid 𝛥𝑚𝑖𝑛 = 100 μm is able to predict heat transfer
in the film away from the stagnation zone. The grid 𝛥𝑚𝑖𝑛 = 200 μm
systematically over-predicts heat transfer in the film for |𝜃 − 𝜃2| > 0.06
in Fig. 9, which explains the even larger over-prediction of ℎ𝑓𝑖𝑙𝑚. The
trend changes with grid 𝛥𝑚𝑖𝑛 = 300 μm, which is too coarse to predict
any local increase in ℎ due to the impinging jet. On average, this deficit
in cooling is cancelled by the over-prediction of ℎ further in the film for
|𝜃 − 𝜃2| > 0.1, leading to the similar predictions of ℎ𝑓𝑖𝑙𝑚 as for the finest
grid. In conclusion, only the finest b.–l. grid may be able to predict the
peak of heat transfer in the jet stagnation zone. However, as this area
represents a limited amount of the total heat transfer, the coarser grid
𝛥𝑚𝑖𝑛 = 100 μm offers very similar results in terms of surface-averaged
HTC, with a seemingly good resolution of the heat transfer away from
the impingement zone, for a reduced computational cost.

For further understanding and validation of these observations,
profiles of tangential velocity and temperature across the liquid film
thickness, downstream of jet no. 2, are shown in Figs. 10 and 11,
respectively. Profiles are extracted in the plane 𝑥 = 0, at two angles
𝜃 − 𝜃2 = −0.13 and −0.28 rad, with an extra angle 𝜃 − 𝜃2 = 0 rad
for the temperature profile (corresponding to the impinging point of
jet no. 2). Regarding the tangential velocity profiles in Fig. 10, all
grids give similar results, with a slight difference for the coarsest grid
𝛥𝑚𝑖𝑛 = 300 μm. The effect of the grid resolution is more pronounced
for the temperature profiles. Only the finest grid 𝛥𝑚𝑖𝑛 = 35 μm allows
to have one cell within 𝛿𝑡 in the stagnation zone (Fig. 11(a)), and a
reasonable resolution of 5 cells within 𝛿𝑡 at 𝜃 − 𝜃2 = −0.13 rad, which
seems enough for a reasonable prediction of wall heat flux. Further
away from the stagnation zone, at 𝜃 − 𝜃2 = −0.28 rad, both grids
𝛥𝑚𝑖𝑛 = 35 and 100 μm give similar results. The resolution of the two
coarser grids clearly does not allow to capture finely the temperature
profiles, whichever the location considered here, which explains the
incorrect prediction of heat transfer. Finally, by comparing Figs. 10
and 11, it is interesting to note the impact of the high 𝑃𝑟 number of
the liquid, as it clearly appears than the hydrodynamic boundary layer
𝛿 is larger than the thermal boundary layer 𝛿𝑡. For the two locations
considered, 𝛿 has even reached the film thickness.

3.5. Film characterization

Although the grid sensitivity analysis carried out in this study
shows elements of grid convergence for both hydrodynamics and heat
transfer, further analysis of the film flow is necessary. The film in the
present simulations is characterized in terms of local film height 𝐻𝑓𝑖𝑙𝑚
and film velocity 𝑢𝑓𝑖𝑙𝑚, defined as the tangential velocity averaged over
the film thickness. Averaged over the end-windings, film characteristics
are similar for the outer and inner surfaces (see Table 7), with slightly
lower values for the side surface. On average, 𝐻 on the side surface
𝑓𝑖𝑙𝑚
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Fig. 8. Iso-contour of void fraction 𝛼 = 0.5 for the 4 b.–l. grids, at 𝑡 = 5 s for 𝛥𝑚𝑖𝑛 = 100, 200 and 300 μm, and at 𝑡 = 10 s for 𝛥𝑚𝑖𝑛 = 35 μm.
Fig. 9. Evolution of HTC with 𝜃 for jet no. 2, in the plane 𝑥 = 0.

is 0.59 mm, against 1.15 and 1.55 for the outer and inner surface,
respectively. Given the 0.4 mm thickness of the b.–l. grid, it means most
of the film lays within the b.–l. grid, which could make it more sensitive
to the b.–l. grid resolution. This observation may explain the decrease
in wet surface with the b.–l. grid resolution observed exclusively on the
side surface (Fig. 8 and Table 6).

For grid 𝛥𝑚𝑖𝑛 = 35 μm, the average film Reynolds number 𝑅𝑒𝑓𝑖𝑙𝑚 =
𝑢𝑓𝑖𝑙𝑚𝐻𝑓𝑖𝑙𝑚∕𝜈𝑓 ranges between 6 for the side surface to 18.4 for the
inner surface, with an average of 13 over the entire film (with however
a wide standard deviation of 17). The distribution of 𝑅𝑒𝑓𝑖𝑙𝑚 for the
film formed over the entire surface of end-windings for all four b.–l.
grids is shown in Fig. 12. Very little difference can be noticed between
the grids, which is confirmed by average values of 𝑢𝑓𝑖𝑙𝑚, 𝐻𝑓𝑖𝑙𝑚 and
𝑅𝑒𝑓𝑖𝑙𝑚 for all 4 grids in Table 7. Most of the film locally has small
Reynolds number, with 75% of local 𝑅𝑒𝑓𝑖𝑙𝑚 being under 18.4. This
film description applies only to the reference operating conditions.
Simulations described in Section 4 extend this description to other
operating conditions.

3.6. Summary and discussion

For the reference operating conditions considered in this section,
the grid strategy combining AMR at the gas/liquid interface and a
boundary-layer grid on the end-windings seems relevant to capture
9 
Fig. 10. Profiles of tangential velocity within the liquid film thickness, normal to the
outer surface, at two locations in the plane 𝑥 = 0: 𝜃−𝜃2 = −0.13 and −0.28 rad. Markers
represent cell centers.

both film hydrodynamics and heat transfer for a manageable compu-
tational time. Refining the AMR cell size lower than 0.3 mm is found
to increase considerably the computational time, without impacting
significantly the flow hydrodynamics, therefore the AMR cell size is
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Fig. 11. Profiles of temperature within the liquid film thickness, normal to the outer
surface, at three locations in the plane 𝑥 = 0: 𝜃 − 𝜃2 = 0, −0.13 and −0.28 rad. Markers
represent cell centers.

kept at a constant value of 0.3 mm. The film hydrodynamics (wetting,
film velocity and film thickness) is found to be little sensitive to the 4
b.–l. grids tested here. Indeed, the coarsest b.–l. grid with an off-wall
cell size of 0.3 mm, combined to the AMR cell size of 0.3 mm as well,
ensures a minimal resolution of 4 cells within the average film thickness
of 1.2 mm, which seems enough to obtain relevant results.

Regarding heat transfer, only the finest b.–l. grid 𝛥𝑚𝑖𝑛 = 35 μm is
able to give accurate predictions in the jets impingement zones, where
the thermal boundary layer is the thinnest. However, for the present
configuration, given the small number of jets, these areas represent a
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Table 7
Average and standard deviation values for film height, velocity and Reynolds number,
for ref. operating conditions.
𝛥𝑚𝑖𝑛 End-windings 𝐻𝑓𝑖𝑙𝑚 (mm) 𝑢𝑓𝑖𝑙𝑚 (m s−1) 𝑅𝑒𝑓𝑖𝑙𝑚
(μm) surface Average Std. dev. Average Std. dev. Average Std. dev.

35

Outer 1.15 0.88 0.13 0.11 12.2 17.9
Inner 1.55 0.75 0.17 0.12 18.4 16.4
Side 0.59 0.47 0.09 0.1 6.0 10.7
Total 1.22 0.85 0.13 0.12 13.2 17.1

100
Total

1.27 0.83 0.13 0.11 13.1 16.0
200 1.28 0.82 0.14 0.12 14.1 17.5
300 1.22 0.84 0.13 0.12 12.3 16.4

Fig. 12. Distribution of 𝑅𝑒𝑓𝑖𝑙𝑚 for the film formed on the whole surface of end-windings
for ref. operating conditions.

limited amount of the total cooling. This is why the coarser b.–l. grid
𝛥𝑚𝑖𝑛 = 100 μm over-predicts average heat transfer coefficient ℎ by only
6% over the end-windings.

Finally, spreading of the film is twice as slow for b.–l. grid 𝛥𝑚𝑖𝑛 =
35 μm as for other grids, probably due to the moving contact line
modeling, as explained in Section 3.3. Future work should aim at re-
ducing this grid sensitivity, which leads for the present simulation to a
doubling of the computational time. For the present study, considering
the limited error induced by the b.–l. grid 𝛥𝑚𝑖𝑛 = 100 μm on the film
hydrodynamics and heat transfer, it was chosen (along with an AMR
cell size fixed at 0.3 mm) to investigate the impact of oil properties
and oil flow rate.

4. Impact of oil properties and oil flow rate on cooling

As previously described in Section 2.2, a variation of oil flow rate
and oil properties is carried out to study their impact on hydrodynamics
and heat transfer (see Table 2). When available, qualitative compar-
isons with measurements performed on this machine [7], or with
relevant studies from the literature, are provided. These simulations
are also intended to extend the ranges of film properties described in
Section 3.5 (𝑅𝑒𝑓𝑖𝑙𝑚, 𝐻𝑓𝑖𝑙𝑚) for the reference operating conditions. These
statistics are summarized in Table 8.

As mentioned in Section 3.6, the grid applied for all parametric
variations in this section uses AMR at the liquid/air interface with
a fixed cell size of 0.3 mm, and the b.–l. grid 𝛥𝑚𝑖𝑛 = 100 μm as
defined in Table 4. It was seen in Section 3.4 that this grid leads to a
mis-prediction of heat transfer in the jet impingement areas, because
𝛥𝑚𝑖𝑛 > 𝛿𝑡,𝑠𝑡𝑎𝑔𝑛, without leading to large errors in prediction of heat
transfer over the end-windings (less than 10%). Among the variations
considered here, only the increase in liquid flow rate and the decrease
in oil viscosity, carried out in Sections 4.1 and 4.2, respectively, entail
a decrease in 𝛿 , then a potential increase in the error on heat
𝑡,𝑠𝑡𝑎𝑔𝑛
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Table 8
Average and standard deviation values over the end-windings for film height, velocity
and Reynolds number, for all operating conditions.

Parameter 𝐻𝑓𝑖𝑙𝑚 (mm) 𝑢𝑓𝑖𝑙𝑚 (m s−1) 𝑅𝑒𝑓𝑖𝑙𝑚
Average Std. dev. Average Std. dev. Average Std. dev.

𝑣̇ (l min−1) 1.8 1.28 0.78 0.139 0.12 13.9 17.5
2.85a 1.27 0.83 0.135 0.11 13.1 16.0
5 1.44 0.96 0.183 0.16 18.7 21.6
8 1.70 1.17 0.260 0.26 27.7 29.0

𝜈𝑓 (mm2 s−1) 8.5 1.19 0.82 0.170 0.12 26.5 31.0
15a 1.27 0.83 0.135 0.11 13.1 16.0
32 1.54 0.94 0.118 0.11 6.4 8.3
f(T) 1.24 0.83 0.165 0.12 22.3 24.6

𝜎 (N m−1) 0.02 1.24 0.82 0.142 0.12 13.3 15.6
0.025 1.20 0.82 0.130 0.11 12.75 17.34
0.03a 1.27 0.83 0.140 0.11 13.1 16.0
0.035 1.32 0.85 0.145 0.12 14.5 18.13
0.04 1.38 0.92 0.152 0.12 15.9 21.9

𝜃𝑠 (◦) 10 1.27 0.84 0.130 0.10 12.9 16.7
30a 1.27 0.83 0.135 0.11 13.1 16.0
60 1.35 0.87 0.138 0.12 13.4 17.4
90 1.47 0.82 0.155 0.13 16.1 21.4
120 1.56 0.87 0.159 0.15 17.8 23.6

a Reference case.

transfer. Values of 𝛿𝑡,𝑠𝑡𝑎𝑔𝑛 are however expected to remain in the same
order of magnitude as for the reference operating conditions simulated
in Section 3. For the highest liquid flow rate considered, 𝛿𝑡,𝑠𝑡𝑎𝑔𝑛 ≈ 20 μm,
and for the lowest oil viscosity, 𝛿𝑡,𝑠𝑡𝑎𝑔𝑛 ≈ 30 μm, against 33 μm for
the reference conditions, according to Table 3. The error induced by
the grid 𝛥𝑚𝑖𝑛 = 100 μm on the heat transfer predictions should then
remain of similar order, around 10%, making it relevant to compare
these simulations with one another.

4.1. Impact of oil flow rate

The impact of an increase in oil flow rate on the film forming over
the end-windings is illustrated in Fig. 13. First, the film covers a wider
part of the side surface. This leads to a slight increase of the overall
wet surface ratio as the liquid flow rate increases, from 0.71 to 0.87
in Fig. 14. The increase from 5 to 8 l min−1 has almost no further
impact on 𝜉. Instead, film is formed elsewhere (rotor, casing), which
is not necessarily desired as it will not contribute to the cooling of the
end-windings. The interactions between the impinging jets differ, with
the recirculation zones moving upstream of each jet as the flow rate
increases. Enhanced heat transfer due to the film ℎ𝑓𝑖𝑙𝑚 can be noticed
in Fig. 14, which is expected as 𝑅𝑒𝑓𝑖𝑙𝑚 increases with the flow rate (for
𝑣̇ ≥ 2.85 l min−1): from 13 (𝑣̇ = 2.85 l min−1) to 28 (𝑣̇ = 8 l min−1),
with 𝑢𝑓𝑖𝑙𝑚 getting multiplied by 2 and 𝐻𝑓𝑖𝑙𝑚 by 1.3 (see Table 8). The
increase in ℎ𝑓𝑖𝑙𝑚 with flow rate is also due to a greater contribution
from the cooling due to the impinging jets, linked to the increase
in 𝑅𝑒𝑗 [13,29]. Consequently, value of ℎ𝑓𝑖𝑙𝑚 over the end-windings
rises by 54% when increasing liquid flow rate from 1.8 to 8 l min−1.
Combined to the slight improvement in wet surface ratio, this logically
leads to an increase in surface-average HTC ℎ of 78% (Fig. 14).

Previous numerical studies found a similar impact of film flow
rate on wetting [30,31] and on film height and film velocity [30].
Experimentally, an improvement of the cooling of the electric machine
was measured for the same cooling system (5 impinging jets), but for
a higher oil temperature (333 K instead of 313 K), when increasing the
oil flow rate from 4 to 8 l min−1 [7]. Previous experiments also found
enhanced cooling with increasing flow rate for various oil injection
systems [32], and for hairpin end-windings [9].
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Fig. 13. Iso-contour of void fraction 𝛼 = 0.5 for three oil flow rates, at 𝑡 = 5 s for
𝑣̇ = 2.85 l min−1 and 𝑡 = 4 s for 𝑣̇ = 5 and 8 l min−1.

Fig. 14. Steady-state wet surface ratio and surface-averaged HTC for a variation of oil
flow rates.

4.2. Impact of oil viscosity

4.2.1. Fixed value of viscosity
The sensitivity of the film to a variation of liquid viscosity is

illustrated in Fig. 15. The increase in viscosity considered here affects
particularly the wetting on the side surface of the end-windings. Over
the entire end-windings, this only leads to a slight increase in wet
surface ratio 𝜉, from 0.68 to 0.77 in Fig. 16, as the inner surface wetting
is reduced for the highest viscosity. An improved film spreading at
a higher viscosity was also found in experiments and simulations of
falling film on an inclined plate [24]. Locally, the film gets thicker
with a higher viscosity, and the mean film velocity decreases by a
similar extent to conserve the imposed flow rate (see Table 8). The
increase in viscosity causes antagonist effects on heat transfer: a de-
crease in 𝑅𝑒𝑓𝑖𝑙𝑚 (from 26.5 to 6.4 according to Table 8), which should
decrease heat transfer, as well as an increase in 𝑃𝑟 (107 to 396 in
Table 3), which should have the contrary effect. Here, the decrease in
𝑅𝑒𝑓𝑖𝑙𝑚 clearly prevails, causing a lower cooling efficiency of the film
(−35% in ℎ𝑓𝑖𝑙𝑚 between the min. and max. viscosity tested here, in
Fig. 16), which logically translates into lower average HTC ℎ (−30%),
despite the slight increase in wet surface ratio mentioned previously.
Experimentally, 4 different oils were tested, with values of 𝜈𝑓 at 313 K
ranging from 7 to 26 mm2 s−1. The cooling system, however, was a flat
jet nozzle, which considerably differs from the present configuration.
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Fig. 15. Iso-contour of void fraction 𝛼 = 0.5 for three values of 𝜈𝑓 , at 𝑡 = 5 s.

Fig. 16. Steady-state wet surface ratio (a) and surface-averaged HTC (b) for a variation
of viscosity 𝜈𝑓 . For the case 𝜈𝑓 = 𝑓 (𝑇 ), symbols (▾), (■) and ( ) denote the values of
𝜉, ℎ and ℎ𝑓𝑖𝑙𝑚 for the total end-windings surface, respectively. These values are given
at 𝜈𝑓 = 11 mm2 s−1, corresponding to the viscosity at the average temperature of the
film.

A slightly degraded cooling was measured when considering more
viscous oils, which qualitatively agrees with the present results. Other
experimental works found a similar impact of the oil viscosity for
hairpin end-windings [33].

4.2.2. Variation of viscosity with oil temperature
So far, the oil viscosity was considered a constant value in the sim-

ulations. In reality, this type of liquid can present a strong variation of
the viscosity with the temperature. Thus, the oil injected at temperature
𝑇𝑓 is expected to be heated up close to the wall at a temperature
𝑇 > 𝑇𝑓 , decreasing the viscosity locally in the film. To investigate
this impact, the case with a constant viscosity 𝜈𝑓 = 15 mm2 s−1

is compared to a simulation performed with a temperature-variable
viscosity 𝜈𝑓 = 𝑓 (𝑇 ) defined in Eq. (1) in Section 2.2. To only account
for the effect due to the film heat-up, the constant 𝐶 in Eq. (1) is
imposed so that 𝜈𝑓 (𝑇 = 𝑇𝑓 ) = 15 mm2 s−1. Varying the viscosity with
temperature leads to a slight decrease in wet surface ratio (𝜉 = 0.70
compared to 0.75 in Fig. 16), an increase in ℎ𝑓𝑖𝑙𝑚 (+16%) and ℎ (+10%)
according to Fig. 16. This is in line with the behavior observed in
Section 4.2.1: as the film heats up with increasing distance from the
jet impingement areas, its viscosity decreases significantly. The film,
therefore, becomes progressively thinner and accelerates so that the
12 
Fig. 17. Steady-state wet surface ratio and surface-averaged HTC for a variation of oil
surface tension.

mean flow rate is conserved. This effect was characterized experimen-
tally for falling liquid-films on an inclined plate for similar Reynolds
and Prandtl numbers in [34]. The resulting average temperature of
the film is 322 K, which allows to estimate the average viscosity of
the film to 11 mm2 s−1, based on Eq. (1). This is 25% lower than
the reference case. Logically, resulting film characteristics, wet surface
ratio and HTC rank between the results obtained with 𝜈𝑓 = 8.5 and
15 mm2 s−1 in Table 8 and Fig. 16. These results show the importance
of accounting for the variation of viscosity with temperature when
performing this type of simulations, even though it entails a specific
experimental characterization of the oil.

4.3. Surface tension

The variation of surface tension performed here has a limited impact
on the film. With a higher surface tension, the film slightly shrinks
on the outer and side surfaces, leading to a decrease in 𝜉 of 14.7%
on the end-windings when the surface tension increases from 0.02 to
0.04 N m−1, as indicated in Fig. 17. This lower wet surface ratio as
the surface tension increases does not translate into a lower HTC ℎ,
which remains quasi constant. Indeed, the cooling efficiency of the film
improves for a higher surface tension (+14% on ℎ𝑓𝑖𝑙𝑚 when 𝜎 increases
from 0.020 to 0.04 N m−1). This is due to an increase in average film
height 𝐻𝑓𝑖𝑙𝑚 (from 1.24 to 1.38 mm in Table 8), leading to a higher
𝑅𝑒𝑓𝑖𝑙𝑚 (from 13.3 to 15.9). These effects of surface tension on both film
shrinkage and film height were observed in previous studies [30,35].

4.4. Contact angle

The film resulting from a variation of the static contact angle 𝜃𝑠,
from hydrophilic (𝜃𝑠 = 10◦) to hydrophobic values (𝜃𝑠 = 120◦), is
shown in Fig. 18. Wetting dramatically deteriorates as the contact angle
increases. Film detachment is visible on the lower part of the outer
surface, and on the side surface, the film reduces to thin rivulets. These
observations are confirmed by the evolution of wet surface ratio with 𝜃𝑠
plotted in Fig. 19: over the end-windings, 𝜉 falls from 0.91 for 𝜃𝑠 = 10◦

down to 0.25 for 𝜃𝑠 = 120◦. This film shrinkage is associated to an
increase in film thickness 𝐻𝑓𝑖𝑙𝑚, from 1.27 mm to 1.56 mm for 𝜃𝑠 = 10◦

and 120◦, respectively (see Table 8). Both aspects were observed in
previous studies, for instance in simulations and experiments of film
falling on an inclined plate [35], or in simulations of a film falling
over a horizontal tube [36–38]. In the present simulations, the average
film velocity 𝑢𝑓𝑖𝑙𝑚 is also found to increase in the same proportion as
the average film height, leading to a slightly higher 𝑅𝑒𝑓𝑖𝑙𝑚 (from 12.9
to 17.8 according to Table 8). The drop in wet surface consequently



A. Poubeau et al. International Journal of Heat and Mass Transfer 235 (2024) 126162 
Fig. 18. Iso-contour of void fraction 𝛼 = 0.5 for three values of static contact angle 𝜃𝑠,
at 𝑡 = 5 s for 𝜃𝑠 = 10 and 60 and 𝑡 = 4 s for 𝜃𝑠 = 120◦.

Fig. 19. Steady-state wet surface ratio and surface-averaged HTC for a variation of
static contact angle.

leads to a decrease in surface-average HTC ℎ over the end-windings,
as illustrated in Fig. 19, and also observed in previous studies [38,39].
However, this decrease is not proportional to that of the wet surface
ratio 𝜉. Indeed, the cooling efficiency of the film improves with the
contact angle: in Fig. 19, ℎ𝑓𝑖𝑙𝑚 increases by 61% between 𝜃𝑠 = 10◦ and
𝜃𝑠 = 120◦. The limited increase in 𝑅𝑒𝑓𝑖𝑙𝑚 mentioned previously cannot
entirely explain this effect. As 𝜃𝑠 increases, the film concentrates on
the outer surface, where the film cooling ℎ𝑓𝑖𝑙𝑚, 𝑜𝑢𝑡𝑒𝑟 is higher due to the
impinging jets. This can be quantified by the ratio of film on the outer
surface over the total film surface 𝑆𝑓𝑖𝑙𝑚, 𝑜𝑢𝑡𝑒𝑟∕𝑆𝑓𝑖𝑙𝑚, defined as:

𝑆𝑓𝑖𝑙𝑚, 𝑜𝑢𝑡𝑒𝑟

𝑆𝑓𝑖𝑙𝑚
=

𝜉𝑜𝑢𝑡𝑒𝑟 𝑆𝑜𝑢𝑡𝑒𝑟
𝜉 𝑆𝑡𝑜𝑡𝑎𝑙

(18)

For 𝜃𝑠 = 30◦, this ratio is 0.4. It almost linearly increases to reach 0.61
for 𝜃𝑠 = 120◦. In addition, the efficiency of the film cooling on the outer
surface increases with 𝜃𝑠, as illustrated by the evolution of ℎ𝑓𝑖𝑙𝑚, 𝑜𝑢𝑡𝑒𝑟 in
Fig. 19. Indeed, as the film on the outer surface tends to shrink as well,
the proportion of the cooling due to the impinging jet areas increases.

4.5. Summary and discussion

Over all parametric variations tested here, the average film
Reynolds 𝑅𝑒𝑓𝑖𝑙𝑚 does not exceed 30 (for cases of low viscosity or high
flow rate), with a standard deviation of similar magnitude. Overall, lo-
cal 𝑅𝑒𝑓𝑖𝑙𝑚 rarely exceeds 100. Film height remains on average between
1.2 and 1.6 mm, but again with a high standard deviation, 0.8–0.9 mm.
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Fig. 20. Values of ℎ𝑓𝑖𝑙𝑚 as a function 𝑅𝑒𝑓𝑖𝑙𝑚 for the parametric variations.

The study of the impact of some of the oil properties and oil flow
rate reveals the importance of local film characterization to explain
the variations in heat transfer. Indeed, as long as the wet surface ratio
is only slightly impacted, as it is the case for the variations of oil
flow rate, oil viscosity and surface tension performed in Sections 4.1–
4.3 respectively, heat transfer due to the film can be correlated to
the average film height and/or film velocity. This is illustrated in
Fig. 20, depicting an almost linear relation between ℎ𝑓𝑖𝑙𝑚 and 𝑅𝑒𝑓𝑖𝑙𝑚
for the operating conditions corresponding to these 3 variations. It
should be noted that ℎ𝑓𝑖𝑙𝑚 is also expected to increase with the Prandtl
number [19,29], which varies here over only four operating conditions
(the viscosity variation), at the same time as 𝑅𝑒𝑓𝑖𝑙𝑚. Therefore the
present results do not allow to highlight this effect. Regarding the
variation of contact angle 𝜃𝑠, film features (and particularly wetting)
change too radically for ℎ𝑓𝑖𝑙𝑚 to depend only on 𝑅𝑒𝑓𝑖𝑙𝑚, as explained
in Section 4.4. This is why these 4 points deviate from the others in
Fig. 20. Finally, this numerical approach can help to define optimum
cooling conditions, which are based on a compromise between the oil’s
intrinsic properties, oil temperature (which determines its viscosity),
pumping losses, and so on. For example, it is found here that an oil
with low viscosity can form a film that is just as cooling as an increase
in flow rate. The present results also confirmed the necessity to evaluate
the oil properties and to take them into account in numerical works,
for accurate predictions of film flows and heat transfer.

5. Conclusions

Two-phase flow simulations of the direct liquid cooling of the end-
windings of a realistic electric machine were carried out using the
VoF approach. Simplifying assumptions were adopted to reduce the
complexity of the flow as well as the computational cost. This made
it possible to perform a large number of simulations to characterize
the liquid jets and film hydrodynamic and heat transfer, with the
objective to provide elements of validation and understanding in the
absence of experimental measurements. To the best of the authors’
knowledge, such an analysis for this type of flow, on this industrial
scale, has never been carried out in the literature. The study was
carried out in two main stages. First, a grid sensitivity study was
conducted considering fixed flow conditions, in order to validate the
numerical setup in the absence of direct experimental data. The grid
strategy chosen here (AMR for liquid/gas interface and boundary-layer
grid) yields hydrodynamic characteristics, such as wet surface ratio
and film Reynolds number, that are little sensitive to variations in
cell size. However, the large Prandtl numbers of the liquid considered
here impose a relatively fine grid to correctly predict heat transfer,
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particularly in the jet impingement areas. A thorough study of heat
transfer in this last region showed that a grid convergence could be
achieved for the finest boundary-layer grid tested. However, due to the
limited contribution of the jet impingement zones to the overall cooling
compared to the rest of the film, a coarser grid, with a minimum cell
height of 100 μm at the wall, was found to induce a limited error on
heat transfer prediction over the entire cooled surface (less than 10%)
while reducing significantly the computational cost.

Secondly, variations of liquid flow rate and liquid properties were
carried out. Again, hydrodynamics and heat transfer were character-
ized. The resulting trends compared qualitatively well to previous
numerical of experimental work in the literature. A wider film was
obtained by increasing the liquid flow rate or the viscosity, or by
decreasing the surface tension or the static contact angle (this last
parameter being the most sensitive, for the range of values tested).
However, a higher wet surface ratio did not necessarily lead to an
increase in overall heat transfer on the end-windings. Only an increase
in liquid flow rate led to a larger wet surface and thus to a more
efficient film cooling. However, when the other three properties are
varied, the film cooling efficiency deteriorates despite the increase
in the wet surface, which led to contrasted outcomes: a decrease in
heat transfer when increasing the viscosity, a increase in heat transfer
when decreasing the static contact angle, or unchanged heat transfer
when decreasing surface tension. These variations can be significant
(viscosity or contact angle in particular), which shows the necessity to
evaluate accurately these properties.

The analysis of all simulations showed that the average film
Reynolds number does not exceed 30, with average film height between
1.2 and 1.6 mm. These statistics are useful to carry out future exper-
iments and/or simulations of falling liquid film, in relevant operating
conditions, to further validate the numerical approach. Future work
will also focus on the validation of a dynamic contact angle model, to
reduce the sensitivity of the transient flow to the grid cell size along
the wall. It will be also interesting to carry out thermal simulations
of the electric machine, to evaluate the sensitivity of heat transfer un-
certainty related to grid coarsening on the prediction of end-windings
temperature, and further validate the use of an intermediate boundary-
layer grid in the present study. Finally, the numerical set-up should be
completed to account for the impact of rotor movement on the liquid
film, as well as the effect of the corrugated surface of the end-windings.
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Fig. A.21. Contact lines of the film at equilibrium state for the three volumetric flow
rates, obtained experimentally (×) in [24] and numerically (−).

Appendix. Simulation of falling liquid films with side contact lines
on a flat plate

To validate the numerical solver for liquid film simulations, the
experimental setup by Thoraval et al. [24], designed to characterize
a falling film of a partially wetting fluid, was reproduced numerically.
In this experiment, the liquid is injected through a rectangular slot of
width 70 mm, forming a film which falls down a vertical flat plate. The
film is not in contact with sidewalls: surface tension effects causes the
film to contract in the spanwise direction. Among all the cases consid-
ered in this study, a variation of volumetric flow rate (6, 9.17 and 12.5
cm3 s−1) is numerically reproduced for a water/glycerol mixture (60%).
The numerical models are similar to those defined in Section 2.4, with
a static contact angle fixed at 𝜃𝑠 = 82◦ (experimentally, it was found to
range between 69 and 82◦). A uniform flow rate is imposed at the inlet
located at 𝑥 = 0, the film falls down in the 𝑥-direction (𝑦 and 𝑧 being
the wall-normal and the spanwise directions, respectively). The grid is
refined in the film to ensure a minimal resolution of 7 cells within the
film thickness (𝛥𝑦 = 80 μm, 𝛥𝑥,𝑧 = 3𝛥𝑦).

Fig. A.21 compares the position of the contact lines of the film for
equilibrium state obtained experimentally in [24] and numerically. The
flow converges into a single rivulet under the effect of surface tension
forces, and the onset of the rivulet moves downstream as the flow rate
increases, increasing the wet surface. For all three values of flow rate,
simulations compare very well to the experimental results.
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